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Abstract— Multi-agent path finding in dynamic environments
is of great academic and practical value for multi-robot systems
in the real world. To improve the effectiveness and efficiency of
the learning process during path planning in dynamic environ-
ments, we introduce an algorithm called Attention and BicNet
based Multi-agent path planning with effective reinforcement
(AB-Mapper) under the actor-critic reinforcement learning
framework. In this framework, on one hand, we design an
actor-network that can utilize the BicNet with communication
function to achieve the intra-team coordination. On the other
hand, we propose a critic network that can selectively allo-
cate attention weights to surrounding agents. This attention
mechanism allows an individual agent to automatically learn
a better evaluation of actions by considering the behaviours
of its surrounding agents. Compared with the SOTA method
Mapper in crowded environments with dynamic obstacles, our
AB-Mapper is more effective (90.27±0.06% vs. 61.65±13.90%
in terms of mean success rate) in solving the general multi-agent
path finding problem.

I. INTRODUCTION

The multi-agent path finding (MAPF) problem refers to
solving the path planning problem for multiple agents. These
agents plan to reach their goals from their starting positions
while avoiding conflicts with other agents in the environ-
ment [1]. The MAPF problems in complex environments are
challenging and have attracted the attention of many research
groups in recent years [2].

There are mainly two classes of algorithms commonly
used for solving MAPF problems. The first class includes the
search-based path planning methods. Collision-based search
(CBS) and its variants are the mainstream approaches [3].
These approaches generally rely on centralized planning and
can be summarized into two main steps. First of all, each
agent plans its path based on the single-agent path planning
algorithm such as A*, while ignoring the presence of other
agents. Secondly, the central planner detects if there is a
collision. At the collision node, it replans an alternative
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Fig. 1. Main ideas of AB-Mapper algorithm. The actor network of AB-
Mapper utilizes the BicNet for enabling the agents to communicate with
others, whilst the critic network uses the attention mechanism to evaluate
the performance of the actor network by paying attention to related agents
in the environment.

path with constrained actions. However, when the number
of possible collisions and the number of agents increase in
the crowded environment, it leads to an exponential growth
in the computational complexity of replanning [4]. This
challenge leads to an increasingly long time, and it may ex-
haust the available computational resources and memory [5].
Due to the weak generalization capabilities, these methods
in the first class are unsuitable for planning in partially
observable environments. The second class includes deep
reinforcement learning-based algorithms. The Path finding
via Reinforcement and Imitation Multi-Agent Learning (PRI-
MAL) is one of the mainstream methods under the actor-
critic framework [6]. This method uses the results of the
search-based method as expert demonstrations to guide the
learning process, and agents can reactively plan paths online
in a partially observable world environment. However, it does
not consider dynamic obstacles in crowded environments.

Later, Multi-agent Path Planning with Evolutionary Rein-
forcement learning (Mapper) was developed to model the
behavior of dynamic obstacles based on the image-based
representation [7]. It selects the agent with the largest reward
to update the other agents at each iteration based on an
evolutionary algorithm. This mechanism enables Mapper to
perform path planning more effectively than PRIMAL in
dynamic environments. Therefore, it becomes the state-of-
the-art (SOTA) method and the baseline method of our study.

By investigating the failure cases of Mapper in various
experiments, we found that the agent selected by the largest
reward based on Mapper’s evolutionary algorithm is some-
times not intelligent enough to handle complex environ-
ments. Since the Mapper method is a communication-free
method, it can not efficiently circulate information between
the agents, nor can it plan a coordinated policy in a dynamic



crowded environment [8]. Therefore, we design the Attention
and BicNet based Multi-agent Path Planning with Effective
Reinforcement learning (AB-Mapper) under the actor-critic
framework. As illustrated in Fig. 1, we introduce the BicNet
network into the actor network, allowing the agent to pass
information to other agents. Furthermore, we propose an
attention mechanism into the critic network, emphasizing
the importance of relative agents. Compared with the SOTA
method, AB-Mapper improves the effectiveness of solving
MAPF problems. Our major contributions are:
• We propose the AB-Mapper method under the actor-

critic framework with a limited observation of the en-
vironment. By modeling the environment with images,
we use a common convolutional neural network (CNN)
to extract the features of the environment observed by
all the agents.

• We illustrate the importance of integrating the BicNet
to fuse the extracted features by CNN in the actor
network so that the agents can plan their actions based
on the state information of other agents. This design
enables communication among agents, speeding up the
convergence of the algorithm.

• We introduce the attention mechanism into the critic
network. Each agent uses this network to pay attention
to the actions and states of other agents, enabling the
agent to know more precisely which agents should be
more beneficial to itself in the planning process. This
leads to the stability and convergence of the AB-Mapper
in a dynamic environment.

This paper is organized as follows: In Section II, we
review related works on MAPF. In Section III, we brief the
technical background of our proposed AB-Mapper method
and introduce its working principles, including the BicNet
network and the attention mechanism with relevant details.
In Section IV, we show our experiments and then analyze
the results. Finally, we sum up our study in Section V.

II. RELATED WORKS

This section first reviews previous works related to the
environment modeling methods for MAPF. Then we continue
the discussion regarding agent communication in multi-agent
reinforcement learning (MARL), which is highly related to
the BicNet used in our study. After that, we briefly go
through the development of the attention mechanisms related
to our critic network.

A. The environment modeling methods for MAPF

There are mainly two ways to model the environment. One
is based on graph structure. For example, Jiang et al. [9]
modeled the relationship within a multi-agent environment
using a graph, where the nodes of the graph are the agents
and the encoding of the agents’ local observations are the
nodes’ features. Furthermore, Ma et al. [10] employed graph
convolution neural network to extract the relational represen-
tations among the agents and combine the potential features
from the neighboring nodes. Also, Zhang et al. [11] used the
graph attention network to calculate the weight of the current

agent’s interaction with other agents after modeling the agent
into a graph. Although graph neural network can model
the unstructured environment, using graph is not efficient
to process dynamic obstacles in crowded environment where
the size of the graph changes all the time.

The other way to model the environment is based on
the image such as the widely used occupancy grid map in
robotics. It contains the positions of agents and obstacles
within the pixels. With CNN for feature extraction from
the objects in the image, the reinforcement learning-based
path planning methods have achieved a great success [12].
In addition to characterizing environmental features, CNN
can also characterize path trajectory features. Deng et al.
utilized CNN on an end-to-end model to achieve complex
mapping functions, including extracting dynamic environ-
mental features from raw sensor data and planning guidance
commands [13, 14]. This enables the agent to initially learn
navigation strategies from experts and transfer the learned
strategies between different environments [15]. Wang et
al. [16] used the 3D CNN layer to extract features from
the trajectory planned by the global planning method for
the agent in an unknown dynamic environment, which was
used to assist the agent in real-time avoidance. This improves
the efficiency of path planning. Among these CNN based
methods, the most classical one is the PRIMAL [6]. Firstly, it
uses the global planner to plan the initial paths. Then it enters
the processed path trajectory by CNN for feature extraction,
merges it into the actor-critic framework for training, and
utilizes imitation learning based on the expert system to
repair the initial paths. However, it does not consider non-
cooperative dynamic obstacles nor temporal information.
Therefore, the imitation learning takes longer time to train
intensively in this method. Later, Mapper is developed to
improve the efficiency based on the evolutionary algorithm
and then becomes the SOTA method [7]. Similar to Mapper,
in this paper, we also use the image to model the local
environment of the agent for efficient feature extraction.
Since in a sparse environment, the combination of the indi-
vidual optimal actions is the optimal joint action, there is no
need to consider the communication between the agents for
simplicity consideration [17]. In Mapper, each agent plans
actions based only on a sequence of observations and the
policy from itself. However, the interactions between the
agents and the dynamic obstacles make the agents have to
overcome the problem of low stability and poor robustness
in the planned strategies due to the non-stationarity of the
environment [18]. Without communication between agents,
the Mapper method can not efficiently circulate information,
nor can it plan a coordinated policy in a dynamic crowded
environment. Similar to Son et al. [19], we allow each
agent to learn and construct its behavioral value function
after aggregating the state and action information from other
agents. Therefore, the agent can learn whether the actions of
other agents are beneficial or harmful to itself, which helps
to mitigate the issue of non-stationarity during training in the
dynamic environment [20].



B. Communication in MARL

In the MARL, information exchange plays a vital role
in the coordinated behavior among agents. Similar to the
group foraging behavior in nature, each participant in the
group may have a one-sided understanding of the environ-
ment. Therefore, communicating and sharing are beneficial
to coordinated task. In recent years, establishing an efficient
communication protocol between agents has become the
focus of researchers. For example, Sukhbaatar et al. [21]
proposed the CommNet based on continuous communication
in a fully observable environment. However, as the com-
munication network was fully symmetric and embedded in
the original network, it was difficult to fuse a large amount
of information. Therefore, it would perform poorly in an
environment with a large number of agents [22].

The long short-term memory (LSTM) is a kind of neural
network that can be used to transmit information between
agents. Based on the LSTM, Singh et al. [23] designed
the IC3Net to control a binary gating function. By this
gating mechanism, it prevented the communication between
unrelated agents. However, the IC3Net is built on a structure
of unidirectional information transmission, which can not
efficiently use the state information of each agent to produce
a coordinated strategy. Recently, for starcraft combat games,
Peng et al. [24] proposed the BicNet, as the bidirectional
recurrent structure that could serve as a communication
channel and local memory saver. In BicNet, each agent can
maintain its internal states and share the information with
other agents, which improves the communication efficiency
between agents. As a consequence, the BicNet is suitable for
solving multi-agent cooperative tasks, such as MAPF. We
are the first to introduce the BicNet in solving the MAPF
problems for dynamic and crowded environments.

C. Attention Mechanisms

Many researchers have tried to apply the attention mech-
anism in MAPF. For example, Shah et al. [25] proposed
a novel linguistic instruction attention mechanism to score
the tokens of the input visual and instruction information.
This method finally used a softmax function to normalize
the relative importance of each token corresponding to the
current instruction. Later, Rosbach et al. [26] applied the
attention mechanism in inverse reinforcement learning for
predicting the reward function over an extended planning
horizon.

Since evaluation and optimization of policies were the key
points to improving the learning ability of the agent, in recent
years, Iqbal et al. [27] designed an attention-based critic
network to achieve more effective learning in a multi-agent
cooperative environment. Similarly, the attention-based critic
network designed by Parnika can select the optimization
objective and the useful state-policy information needed to
satisfy the constraints, resulting in a better policy [28]. To
the best of our knowledge, this paper is the first to use the
attention mechanism for the MAPF problems in dynamic
and crowded environments. This mechanism can indirectly

AB-Mapper environment

Fig. 2. The gray blocks are static obstacles; the orange circles represent the
agents; the black blocks are the agents’ goals; the blue triangles represent
the dynamic obstacles, which move based on the A* algorithm. In every
episode, the starting point is randomly initialized under the premise that the
agent does not occupy the goal. If one agent occupies the position of the
current agent during the initialization, this agent will wait for the previous
agent to move one step before initializing.

influence the predictive capability of the crowded agents and
reduce collision rates while navigating the ways for them.

III. PROPOSED APPROACH FOR PATH PLANNING

A. Preliminaries

We model the interaction process between agent and envi-
ronment as a partially observable Markov decision process,
with the tuple (S, A, P , R, o, ϑ, γ), where S represents the
state space, A represents the action space, P : S×A×S →
[0, 1] denotes the transition probability, R : S ×A→ R is a
reward function, o represents local observation, ϑ denotes
conditional local observation probability and γ ∈ [0, 1]
is a discount factor [29]. As the example environments
shown in Fig. 2, this paper divides the local observations of
the environment into three observation images with limited
field of view (7×7 grid size), similar to the environment
modeling method in PRIMAL [6] and Mapper [7]. The first
image stores the positions of current observed static obsta-
cles, surrounding agents and dynamic obstacles, which are
represented by different values. The second image records
the trajectory of surrounding agents and dynamic obstacles,
which encodes the time sequence information. The third
image represents the reference path planned by the A*
method, based on the static environment map. Since the
actor-critic framework can help the reinforcement learning
algorithm to update the policy efficiently through the gradient
of the current policy, it is suitable for the real-time decision-
making task in path planning [30]. We also present our AB-
Mapper method under the actor-critic framework. Moreover,
our AB-Mapper method estimates the Qj (oj, aj) for the
agent j through off-policy temporary difference learning and
minimizing the loss. The loss function of actor network is
defined as

LA = −
∑n
j=1 (log πθ (aj | oj) ∗ yj) , (1)



yj = rj + γQj
(
o′j, a

′
j

)
, (2)

where the o′j and a′j are the local observation and action
of the agent j at the next moment respectively. The critic
network’s loss function is

LC =
∑n
j=1 (Qj (oj, aj)− yj)2 . (3)

B. Method

The flow of the AB-Mapper algorithm is mainly composed
of three steps: firstly, a CNN is used to extract the features
from the state; the features are then fed into the BicNet to
predict the actions; finally, the observations and actions are
fused into the critic network for joint optimization of the
policy.

Similar to Mapper, we use a 6-layer CNN to extract fea-
tures from the observations. In Mapper, each individual agent
uses a CNN to extract features from its own observations of
the environment, without communication. For efficient fusion
of the information, we first collect the local observations of
all the agents in the actor network as shown in Fig. 3. Then,
all the output features are fed into the BicNet to plan the
actions.

The BicNet has the structure of a bidirectional LSTM,
which can transmit information from the forward direction
and the reverse direction simultaneously [24]. This structure
enables the actor network to obtain more contextual infor-
mation to plan the actions. And each output node at every
timestep contains other agents’ state contextual information.
Therefore, at each step of sequential decision-making, each
agent can maintain its internal state and share information
with its collaborators, thus coordinating with other agents’
actions. To the best of our knowledge, we are the first
to apply the BicNet for MAPF in dynamic and crowded
environments.

In Mapper, each agent has an independent critic network,
but it lacks of information interaction between critic net-
works, making it impossible for a single agent to know
which agent’s state-action information may have an impact
on itself. Applying attention mechanism in the critic network
is an effective method to solve the above problem. The main
idea of the attention mechanism is to calculate the attention
weight through the query-key system [31]. It is a mainstream
practice to influence the prediction of Q values based on
the attention weights. Similar ideas have been used for the
tracking task of a tiny number of agents in some multi-agent
tasks [27, 28]. As shown in Fig. 4, we adapt this idea to the
critic network for the evaluation of Q value. This centralized
learning method allows each agent to learn the state-action
information of other agents that affect the current agent in
solving the MAPF problems. With the attention mechanism
in the centralized critic network, we can assign the attention
weight to the embedding representation of the state-action
information for each agent, and then calculate the Q value.
Specifically speaking, we encode the state-action information
(o1, a1, ... , oj , aj , ... , on, an) of all agents through their
respective encoders (g1, ... , gj , ... , gn) and then fed it to the

Fig. 3. AB-Mapper’s actor network. The local observations of each agent
as a batch are fed to CNN. The output state features of CNN are introduced
into the BicNet to plan coordinated actions.

Fig. 4. AB-Mapper’s critic network. In the attention module, the Wj

transmutes ej into a query qj and Wi transmutes ei into a key ki. The Vi

transmutes ei into a value vi.

critic network. For each agent j, the encoder is a one-layer
fully connected network (FCN), specified as

ej = gj(oj , aj). (4)

At every timestep, we input the encoded information of oj
by another FCN hj(·), and xj into a MLP fj(·) to obtain
the Q value for the agent j,

Qj(oj , aj) = fj(hj(oj),xj), (5)

where xj =
∑
i∈\j αivi is the weighed sum of vi, the state-

action encodings of the remaining agents with contributions
to the agent j, and αi is the associated attention weight,



defined as
αi = δ((qjk

T
i )/
√
dk). (6)

δ(·) is a softmax function, dk is the dimension of ki, and qj
denotes state encoding of the agent j.

IV. EXPERIMENTS

A. Experimental setup

To verify the performance of the proposed AB-Mapper
method on solving the MAPF problems, we have conducted
various comparison experiments with the SOTA methods.
Since Mapper has been proved to outperform the bench-
mark methods such as the search-based local repair A*
and learning-based PRIMAL [6], we mainly focus on the
comparison of the performance with Mapper at the same
environments and illustrate the improvement of the proposed
method based two sets of experimental results.

In the first set of experiments, there are 6 Mapper environ-
ments provided by the author. In comparison experiments,
we use the source code provided by the original author.
Also, the environmental setting such as the number of agents
and the number of dynamic obstacles, are exactly the same.
In the second set of experiments, for better illustration
of the performance at dynamic crowded environments, we
construct a novel AB-Mapper environment for experiments,
where the agents start in a clustered region, as shown in
Fig. 2. Furthermore, we conduct the ablation study and
compare the performance of the Mapper, Mapper(+BicNet),
Mapper(+Attention) and our AB-Mapper to investigate the
contributions of the BicNet and the attention parts in solving
the MAPF problems.

For quantitative comparison, similar to the SOTA methods,
the success rate, defined as the number of agents successfully
reaching their goals over the total number of agents, is
the main metric to evaluate the performance in all the
experiments. Since the Mapper method can converge when
the number of training before 2000 [7], we use the same
setup and set the training episode to 2000 in this paper. The
resultant success rates for AB-Mapper are above 80% in all
the environments. The trend and conclusion are similar when
we use more episodes during training in the experiments. In
each episode, the maximum moving step of the agent can
be dynamically adjusted, which is four times the length of
the path planned and the upper limit is 50. In this paper,
we independently conduct experiments three times for each
environment, where the random seed for each experiment
is set differently. After the convergence of the algorithms,
we test each environment 90 times to obtain the mean and
variance of the success rate, as demonstrated in Table II. All
experiments were completed on a computer equipped with
Intel i9-9900k CPU and NVIDIA 3090 graphics card with
24GB memory.

B. Experimental parameters

We use the same reward mechanism with Mapper. The
total reward is R = rs + rc + ro + λrf + rg , where rs,
rc and ro are the penalties for each action, collision with

an obstacle, oscillatory movement, respectively. Similar to
Mapper, we use the global planner A*, ignoring the dynamic
agents and obstacles, to generate the reference path S and
guide the training process. An additional off-route penalty rf
is introduced to penalize the agent when it’s current position
pa deviates from the reference path S. The λ is 0.3 for
the relative weight of the off-route penalty. When the agent
arrives at the goal position, a reward rg is given to the agent.
Table I summarizes all the values for the reward design and
the reward discount factor γ is 0.99.

In all the experiments, the training parameters of Map-
per are also consistent with the optimized parameters in
the original paper, with the learning rate 0.0003, and the
evolutionary iteration is updated once every 100 episodes. In
addition to these common experimental parameters, in both
Mapper(+BicNet) and AB-Mapper methods, the learning rate
for the BicNet part is 0.000075. In both Mapper (+Attention)
and AB-Mapper methods, the learning rate of the critic
network is 0.0001, and the soft update parameter τ for the
critic network is 0.001.

TABLE I
REWARD MECHANISM

Reward Value
Step penalty rs −0.1 (move) or −0.5 (wait)

Collision penalty rc −5
Oscillation penalty ro −0.3
Off-route penalty rf −minp∈S ‖pa − p‖2

Goal-reaching reward rg 30

C. Experimental results of Mapper environments

Table II summaries the statistical results in various Mapper
environments. The first three columns record the dimension
of the map, the numbers of agents and dynamic obstacles,
respectively. From the mean success rate in all these environ-
ments, we see that the AB-Mapper outperforms the SOTA
Mapper. Moreover, for the same size of the environment,
such as 20×20, when the numbers of agents and obstacles are
small, there are not significant differences between these two
methods as shown in the first row of the data. As the numbers
of agents and obstacles increase, the performance gap also
increases as shown in the third row of the data. Similar trend
can be seen from the fourth and fifth rows on the 65×65
environment. Also, in these two complex environment, the
performances of Mapper degrade a lot, with less than 60%
mean success rate, while the AB-Mapper can still maintain
the mean success rate over 80%. These results illustrate that
the AB-Mapper is more suitable for solving MAPF problems
in complex environments, with more agents and obstacles.

TABLE II
COMPARISON OF SUCCESS RATE FOR DIFFERENT ALGORITHMS.

Mapper environment Success Rate: Mean±Std

Size Agent Dynamic
obstacle Mapper AB-Mapper

Ours
20×20 15 10 86.33±0.67% 88.00±1.17%
20×20 35 30 89.92±1.64% 90.36±0.21%
20×20 45 30 78.56±3.22% 89.72±0.61%
60×65 70 100 57.28±39.75% 83.59±7.37%
60×65 130 140 45.04±28.45% 88.75±0.24%

120×130 150 40 94.03±1.7% 99.05±0.25%



In order to investigate the reason why the mean success
rate of the Mapper decreases dramatically and its standard
deviation increases dramatically on the crowded environment
60×65, with 70 agents and 100 obstacles, we log the details
of evolution algorithm part at each iteration in Mapper, and
visualize the success rates within the training process, for
both the successful case and the failure case, as shown
in Fig. 5(a). Since the evolutionary algorithm in Mapper
selects the agent, with the largest accumulated reward as
the candidate agent after every 100 episodes, to replace
other agents with low rewards, the agent with largest reward
may be the one reaching the goal position, or the one with
less penalty, but not reaching the goal position in complex
environments. We display the success rate, collision rate and
the numbers of episodes for the candidates not reaching
the goal positions in Fig. 5(a), (b) and (c), respectively.
For the failure case displayed by the blue line in (a), the
success rate decreases after 200 training episode, although
the collision rate is relative low as shown by the blue
line in (b). This is because the numbers of episodes for
the candidates not reaching the goal positions are large as
shown by the blue bar chart in (c) and these candidates
dominate later training process. Actually, in the complex
environment, it is difficult to identify the best candidate by
simple rules. It lacks of diversity to update other agents
by the candidate selection mechanism in Mapper. For the
successful case, both the collision rate and the numbers of
episodes for the candidates not reaching the goal positions
are relative small as displayed by red color in (b) and (c),
resulting in the ever increasing success rate in (a) during
the experiment. Therefore, there may exist fluctuation in
results for the Mapper method. Instead, in the proposed
AB-Mapper method, we add communication mechanism to
fuse the information from others, and design the attention
mechanism to emphasize the relative weight of related agents
to update the policy of the current agent adaptively.

Fig. 5. Detail statistical results of the Mapper algorithm for the successful
case by red color and the failure case by green color, respectively. (a) shows
the success rate of the agents; (b) shows the collision rate of candidate
agents; (c) counts the number of times that the candidate agent fails to
reach the goal in every 100 episodes.

D. Experimental results of AB-Mapper environment
In order to quantitatively verify the improvement con-

tributed by the BicNet and the attention mechanism, we

setup the AB-Mapper environment, as shown in Fig. 2 and
conduct the ablation studies. Fig. 6 displays the curves of
the success rate of Mapper, Mapper(+Attention) and AB-
Mapper respectively. We can see that the success rates for
both Mapper(+BicNet) and AB-Mapper have grown steadily
before the first 1100 episodes, and outperform the other two
methods. This illustrates that the information interaction by
BicNet can help the actor network to plan a coordinated
strategy efficiently. After 1100 episodes, the success rate
curve of Mapper(+BicNet) has a slower growth. This phe-
nomenon occurs because the information interaction in the
BicNet is continuous, and the information from the first agent
flows to the last agent which cannot provide the current
agent with accurate information from the highly relevant
agents. The attention mechanism can help to improve the
performance further by assigning more weights to highly
relevant agents, as shown by AB-Mapper result. Similar
to the previous failure case analysis for Mapper, due to
evolutionary mechanism, the Mapper(+ Attention) has a large
variance than AB-Mapper and Mapper (+BicNet).

Fig. 6. The comparison result of mean success rate in AB-Mapper
environment. It can be seen that when the environment becomes crowded,
compared with AB-Mapper, Mapper and Mapper (+Attention) have a low
success rate and large variance.

In summary, the proposed AB-Mapper uses the BicNet to
transmit the state contextual information between agents to
improve the communication efficiency. Furthermore, it adds
an attention mechanism to combine the state and policy
information of other relevant agents to refine the training
process. With the communication mechanism and attention
mechanism in AB-Mapper, the agents can reach the goal
with a higher success rate than the SOTA method in dynamic
environments.

V. CONCLUSION

To solve the MAPF problems in dynamic and crowded
environments, we propose the AB-Mapper method under the
actor-critic reinforcement learning framework after investi-
gating the SOTA method in detail. On one hand, in the
actor network, we introduce the BicNet as a communication
module to improve the efficiency of communication between
agents in the partially observable environment; On the other
hand, we add the attention mechanism to improve the effec-
tiveness of evaluation on an agent’s policy by emphasizing



the weights of the relevant agents. Experimental results
demonstrate that the AB-Mapper outperforms the SOTA
method in various dynamic and crowded environments. Com-
pared with the SOTA method, the AB-Mapper has better
stability, but its scalability is relatively poor. Therefore,
improving its scalability is our future work direction.
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