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Abstract—Multi-robot task allocation has an important im-
pact on the efficiency of multi-robot collaboration. For single-
shot allocation without complicated constraints, some exact
algorithms and heuristic algorithms can find the optimal so-
lution efficiently. However, considering the priority constraints
and uncertain execution time of robots for multiple times of
allocation in an approximate dynamic programming environ-
ment, traditional methods such as heuristic algorithms have
limited performance. To obtain better performance, we propose
a method based on deep reinforcement learning. Specifically,
we first use the directed acyclic graph to describe the priority
relationship between tasks. Then we propose a graph neural
network with a hierarchical attention mechanism to extract
the characteristics of the task groups. Finally, we design the
policy network to solve the approximate dynamic programming
problem of multi-robot task allocation. Through training on
the dataset of a given environment, the policy network can
gradually refine the decision-making process by reinforcement
learning. Experiment results show that the proposed modeling
and solving method can find better solutions than existing
heuristic algorithms. Furthermore, the learned strategy can be
directly applied in other untrained environments with superior
performance.

Index Terms—Multi-robot task allocation, Deep reinforce-
ment learning, Graph neural network.

I. INTRODUCTION

MULTI-ROBOT systems can accomplish complex tasks
by enabling multiple robots to work together and pro-
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such as search and rescue [1], patrol [2], and manufacturing
[3]. In multi-robot systems, the multi-robot task allocation
(MRTA) problem has a significant impact on the efficiency
of robot cooperation. MRTA problem can be described as
follow. Given multiple tasks and robots, under the condition
of satisfying constraints, robots need to form a coalition to
perform the tasks cooperatively. This work aims to arrange
robots to form different coalitions in different periods to
complete various tasks.

MRTA needs to face two problems in the real environment.
In the first problem, there are priorities between tasks, and
the robots need to complete tasks in a certain order. The
priority between tasks is derived from the requirements of the
real environment. We regard a set of tasks with the priority
relationship as the task group. For example, in a smart
factory, two orders require the same product, and the prod-
uct needs to be manufactured according to the production
process. Firstly, multiple robots are required to carry parts
to the working area. Secondly, the robots need to cooperate
to assemble multiple complex parts into products. Then the
products are divided into two batches before packing and
shipping. The whole process can be regarded as a task group.
In this task group, the highest priority task is to carry the
parts, the second priority task is to assemble the parts, and
the last two tasks are to pack and ship the product. In the
second problem, the time required for each robot to perform
the task is uncertain. In many applications, other uncertain
events may occur while robots are performing a task [4],
which affects the execution time of the robot. In addition, the
execution time of robots is related to the number of robots in
the coalition and the characteristics of the task itself. In the
ideal situation, the more robots in the coalition, the shorter
the robot execution time. However, the characteristics of the
task itself may make this situation untenable. For example,



when shipping parts, assigning too many robots will lead
to robot congestion, and reduce the efficiency of the robot.
It is difficult for us to have an accurate knowledge of the
characteristics of each task, which also brings uncertainty to
the task execution time of the robot. If the uncertainty in
the MRTA problem is not addressed, the actual performance
of the generated scheme will be much worse than expected.
Therefore, this work aims to solve the MRTA problem with
priority constraints and uncertain execution time.

For the priority constraints in the task group, one way
is to use mathematical formulas to describe the priority
relationship between tasks, and the whole problem can be
formulated as a mathematical model [5]. However, with the
increase in the scale of the problem, the efficiency of solving
the problem will become very low. Another way is to divide
tasks into executable tasks and non-executable tasks [6]. This
method is simple, but it does not consider the impact of the
structure of the task group on the MRTA problem. To make
full use of the structural information of the task group, two
problems need to be considered. Firstly, we should consider
how to describe the priority relationship between tasks in the
task group, and then how to extract information from them.
For the first problem, the directed acyclic graph (DAG) is
commonly used to describe the priority relationship between
tasks [7]. For the second problem, we notice the excellent
performance of graph neural network (GNN) in processing
graph structure data recently [8] and consider using GNN to
process DAG.

For the uncertainty of execution time, we cannot get all
knowledge about execution time in most cases, so it is
difficult to establish a mathematical model. In order to get
more information about execution time, a natural idea is
to learn from historical data and design efficient heuristic
algorithms, but this requires expert knowledge and a lot
of work. We would like to be able to automate the entire
process of learning from data and designing strategies. Deep
reinforcement learning (DRL) is an appropriate choice for
this purpose as a kind of machine learning method. In DRL,
the agent interacts with the environment through a Markov
decision process (MDP). At each time step, the agent is in a
given environment state and chooses an action according to
its policy, then the agent gets a reward from the environment
and enters a new state. The goal of DRL is to train the
agent by maximizing the expectation of future rewards [9].
Once the problem is established as an MDP, the agent can
be learned in the data from the actual working conditions of
a multi-robot system, independent of inaccurate assumptions
[10].

The main contribution of this paper is to propose a DRL
based method to solve the MRTA problem of multiple task
groups and uncertain robot execution time. Firstly, DAG is
used to model the priority constraints in the task group. On
this basis, the MDP for the MRTA problem is proposed.
Then, we propose a GNN using the hierarchical attention

mechanism. This GNN can encode the nodes in the graph,
extract the key information features and output various
types of embedding vectors. Finally, the policy network is
designed based on the GNN. Experimental data show that
our proposed method is superior to the existing heuristic
algorithms designed for MRTA problems, and the learned
strategy can be applied to MRTA problems that are much
larger than those used in training.

This paper is organized as follows. Section II gives a
discussion of the related work. Section III is the statement of
the problem. The proposed method is introduced in Section
IV. In Section V, we show the setups of our experiments and
analysis of our results. In Section VI, we sum up our study.

II. RELATED WORKS

According to [11], our MRTA problem belongs to the
category of the single-task robots (ST), multi-robot tasks
(MR), time-extended allocation (TA) with cross-schedule
dependencies [XD] under the iTax taxonomy. Because the
problem requires multiple robots to form a coalition to
complete one task at a time, the efficiency of robots will be
affected by other robots in the coalition. Here, we mainly
investigated two aspects: i) Methods for solving MRTA
problems belonging to ST-MR-TA [XD] and the applicability
of these methods to our problem is discussed, ii) Current
progress of deep reinforcement learning and its application
in MRTA.

A. Previous Methods

At present, there have been many studies on MRTA prob-
lems fit within ST-MR-TA [XD]. (Unless otherwise specified,
the MRTA problems mentioned later belong to ST-MR-TA
[XD].) For priority constraints, Korsah [5] describes the con-
straints as mathematical formulas and models them as mixed-
integer linear programming (MILP) problems, and uses an
accurate algorithm to solve the problems. The algorithm
produces the optimal scheme, which is executed by a group
of indoor robots. However, its solution time increases expo-
nentially with the increase of problem scale [12], which is
unacceptable for most applications. To improve the solution
efficiency, Jones [13] uses the genetic algorithm to search
for the optimal solution in all feasible scheme and get good
performance in the MRTA problem of the disaster response.
These two algorithms allocate all tasks at one time before all
robots begin to execute, and accurately plan the schedule of
each robot because they are based on the assumption that the
execution time of the robot is determined. However, in many
practical applications, the environment is dynamic, which
makes the execution time of the robot uncertain. In this case,
we cannot generate a complete schedule for the robot before
the task starts. Therefore, it needs to be allocated multiple
times. At present, few methods can deal with the MRTA
problem with uncertainty. There are decentralized methods
and heuristic methods.



1) Decentralized Method: The decentralized method is
coordinated by robots in various ways, and the robots deter-
mine the tasks they perform respectively. Among the decen-
tralized methods to solve the MRTA problem, the market and
negotiation-based algorithm and the distributed constrained-
based algorithm have received more attention [4]. At present,
both algorithms have been studied for priority constraints
and uncertainty [7], [14]–[16]. This kind of method is robust
when dealing with dynamic problems, but it is at the cost of
reducing the solution quality [17].

2) Heuristic method: Heuristic method determines the
robot coalition for the task according to rules. It is an easy-to-
implement method and can deal with uncertainty. Ramchurn
et al. [12] proposed a heuristic algorithm for MRTA in
search and rescue. Zhang and Parker also introduced several
general heuristic algorithms [18] to solve the MRTA problem,
which can quickly generate acceptable solutions in a dynamic
environment. However, the previous heuristic algorithms
do not take into account the priority constraints between
tasks. Therefore, Bischoff et al. [6] divides the current set
of executable tasks and non-executable tasks according to
the priority of tasks, so that the algorithm can directly
consider the priority constraints of tasks. Compared with the
decentralized method, the heuristic method has significantly
improved the solution quality. However, designing efficient
heuristic algorithms requires rich expert experience and re-
peated experiments. It may be difficult to design efficient
heuristic algorithms in the face of more complex problems.

In order to overcome the limitations of heuristic methods,
we consider enabling the scheduler to automatically learn
the design of scheduling strategy through a data-driven way.
DRL is an ideal technique for this purpose [19].

B. Deep Reinforcement Learning

Deep reinforcement learning (DRL) is a technology that
combines the optimal control ability of reinforcement learn-
ing (RL) with the data mining ability of deep learning (DL)
[20]. Deep reinforcement learning uses the MDP to model the
problem, which is suitable for dealing with the uncertainty
in the problem. Recently, the idea of deep reinforcement
learning as a solution to combinatorial optimization problems
has been widely explored. One strategy is to use graphs
to represent the problem and solve the problem by graph
neural network combined with reinforcement learning. This
method has been widely used in routing problems [21]–
[23]. However, the routing problem abstracts from an undi-
rected graph and does not take into account the priority
relationship between task nodes. In the problem of machine
scheduling, Zhang modeled the job shop scheduling problem
as a directed acyclic graph (DAG) and modified the graph
isomorphism network to deal with directed graphs [19]. But
the problem it solves is different from the MRTA problem
we studied. In [10], a DRL method is proposed for the data
cluster scheduling problem in cloud computing. It also uses
DAGs to describe the time dependence between its tasks.

A GNN dedicated to the scheduling problem is designed to
extract different types of embedding. We get inspiration from
it, improve its GNN and apply it to the MRTA problem.

At present, there is not much work to use deep reinforce-
ment learning in MRTA problems. In [3], they introduce an
algorithm combining graph attention network and imitation
learning to solve the MRTA in manufacturing. However, this
work focuses on the problem of the single-task robots (ST),
single-robot tasks (SR), and time-extended allocation (TA)
with cross-schedule dependencies [XD], so its method can
not be directly applied to our problem.

III. PROBLEM STATEMENT

In the problem, we consider a set of task groups g =
{g1, ...,gn}. There are also a group of robots r = {r1, ...,rm}.
Each task group is composed of a group of tasks. Task group
gi has a group of tasks gi =

{
t i
1, ..., t

i
l

}
. Each task t i

j has
an estimated total workload dt i

j
, which represents the time

required for one robot to complete the task under normal
conditions. There is a priority between tasks in the task
group, which represents the process to complete the action.
The priority between tasks makes it possible for each task
to have one or more predecessor and successor tasks [7].
A task cannot be executed until all its predecessor tasks
are completed. Each robot can only perform one task at a
time, and each task requires multiple robots to form a robot
coalition to perform. Robot coalition Ci

j used to execute task
t i

j. Robots in the coalition contribute equally to the task. But
robots do not have to execute the task at the same time, they
only need to complete the assigned part and then move on
to the next assigned task.

When robots form a coalition to execute tasks, the exe-
cution time of robots in the coalition is affected by various
factors, so when the task is completed is uncertain. In this
MRTA problem, the execution time of the robot is affected
by the following factors:

• The execution time of each robot is uncertain because
each robot will encounter various uncertain situations
when performing tasks so the time required for them
to complete the same workload is not necessarily the
same.

• Although the workload of robots in the coalition is
the same, the execution time of robots is affected by
the number of robots in the coalition. In reality, the
more robots in the coalition, the higher the efficiency
is not necessarily. When there are too many robots in
the coalition, the time for robots to perform tasks may
increase due to congestion.

The goal is to find an allocation strategy to minimize
the average completion time of task groups. The reason for
choosing this goal is to reduce the running time of the whole
multi-robot system and to reduce the resources consumed by
the robot. Due to the uncertainty of the execution time of
the robots and the priority between the tasks, the start time



Figure 1. Overall framework of proposed method.

of the future task depends on the actual completion time of
the previous predecessor task. So a single-shot allocation is
not enough [24].

IV. PROPOSED METHOD

In this section, we will introduce our method. Firstly,
we model the task group as DAG, and then based on this,
we model the MRTA problem as the MDP. Finally, we
introduce the design of the scheduler, which includes GNN
and policy network. Figure 1 shows the overall framework
of the proposed method. The state information is first input
to GNN, the embedded vector output by GNN is input to the
policy network, and the policy network outputs the action to
the environment. The reason why GNN is used to process
state information is that the policy network cannot directly
process the arbitrary number of task and task groups, while
GNN can process any number of DAGs and encode the
information in DAGs as embedded vectors.

A. Model Task Group as DAG

For a task group, we use a directed acyclic graph Gi =
(t,E) to represent the relationship between tasks in the task
group gi. Node t corresponds to tasks, and edge E represents
priority constraints between tasks. The directed edge e jk ∈ E
indicates that task t i

k should complete before executing task
t i

j. Figure 2 shows the directed acyclic graph of the example
in the introduction. In the graph G1, t1

1 is a parts transporting
task, t1

2 represents the part assembly, t1
3 and t1

4 corresponds to
the tasks of packing and shipping products.

Figure 2. A directed acyclic graph G1 of task group g1.

B. Formulate Problem as Markov Decision Process

Solving an MRTA problem instance can be regarded as
determining the robot coalition for each task at different
times. Based on this, we formulate the problem as a Markov
decision process. It includes four elements: state, action, state
transition and reward.

• State: the state sk at the decision step k includes DAGs
representing the unfinished task groups, the current
executable task list, and the list of available robots.
The state of task t i

l is represented by feature vectors
xi

v = (w1,w2,qt i
v
). Where w1 represents the unfinished

workload of the task, w2 represents the total workload,
and qt i

v
represents the number of robots currently work-

ing on the task. The executable task list records which
tasks can be executed at present. The list of available
robots gives the number of available robots.

• Action: action ak taken in the state sk represents a part
of the task allocation scheme. The scheduling decision
is decomposed into a set of two-dimensional action
sequences (t, p), t and p represent the output of the next
task to be executed and the number of parallel robots of
the task group in which the task is located respectively.
According to the number of parallel robots in the task
group, the number of robots assigned to the task can be
determined. This design can reduce the space of action
that must be explored and optimized during training
[10].

• State transition: update the node state and list informa-
tion in DAGs according to the action. If all tasks in
the task group have been completed, remove the DAG
corresponding to the task group from the current state.

• Reward: the goal of reward R is to minimize the average
completion time of all task groups. We set the reward
function obtained after the ak as:

R =−(dk −dk−1)Jk (1)

dk represents the time corresponding to the decision step
k, and Jk represents the number of task groups that the
robot has not completed in time [dk−1,dk). According



Figure 3. An example of using GNN with hierarchical attention mechanism to generate embedding vectors at different levels.

to little’s law [25], it effectively minimizes the average
completion time of all task groups.

C. GNN with hierarchical attention mechanism

In order to extract the features in DAGs, we added a hierar-
chical attention mechanism to the GNN dedicated to schedul-
ing [10]. The design of the GNN is based on two intuitions
inspired by Yang’s work [26]: firstly, MRTA instances have
a hierarchical structure (tasks form task groups, task groups
form an MRTA instance). Therefore, when processing input
state information, we build the representation of tasks, then
aggregate the representation of tasks into the representation
of task groups, and finally aggregate the representation of
task groups into a global representation. Second, even the
same task or task group may have different importance in
different MRTA instance. So we add a hierarchical attention
mechanism to GNN. GNN outputs three different levels
of embedding vectors: task embedding vector, task group
embedding vector, and global embedding vector. Figure 3
shows a simple example of generating embedding vectors
using GNN.

Task embedding vector can capture information about
tasks and their successors. To calculate all task embedding
vectors, it is necessary to carry out multiple times messages
passing steps starting from the task node with the lowest
priority of DAG. In each message passing step, the task node
aggregates the information from all its successor task nodes,
and its embedded vector is expressed as follows:

hi
v = MLPθ1

 ∑
u∈S(t i

v)

αuvMLPθ2

(
hi

u
)+MLPθ3

(
xi

v
)

(2)

Where hi
v is the task embedding vector of task node t i

v in
the DAG Gi, MLPθ1 (•), MLPθ2 (•) and MLPθ3 (•) are multi-
layer perceptron (MLP) ; S(t i

v) represents the set of successor

task nodes of task node t i
v. αuv is the attention coefficient.

Used to indicate the importance of successor tasks. The
attention coefficient is calculated as follows:

αuv =
exp
(
LeakyReLU

(
aT [hi

u||MLPθ3

(
xi

v
)
]
))

∑k∈S(v) exp
(
LeakyReLU

(
aT [hi

k||MLPθ3 (x
i
v)]
)) (3)

Where a is a learnable weight vector, || means that the
two vectors are concatenated. LeakyReLU Nonlinear with
negative input slope α= 0.2 .

Task group embedding vector aggregates information for
all tasks in a task group. The task group embedding vector
regards all task nodes in a task group as its successor task
nodes. Similar to (2), the embedding vector of task group gi
is calculated as follows:

yi = MLPθ4

(
∑

u∈G(i)
β

i
uMLPθ5

(
hi

u
))

(4)

Where β i
u is the attention factor. Unlike the attention

mechanism in the task, this attention is used to determine
the importance of tasks to the entire task group. It is similar
to using the attention mechanism to extract words that are
important to a sentence [26]. So the calculation of the
attention coefficient is different.

β
i
u =

exp
(
LeakyReLU

(
aT

DAGhi
u
))

∑k∈Gi exp
(
LeakyReLU

(
aT

DAGhi
k

)) (5)

Where aDAG is the weight vector, which is randomly
initialized and learned randomly during the training process.

The global embedding vector z summarizes the informa-
tion of all task group embedding vectors. z is calculated the
same way as those of task group embedding vectors.



D. Policy Network

To select the appropriate action, the embedding vectors
output from the GNN also needs to be processed. Since
actions are divided into tasks and the number of robots, they
need to be calculated separately.

• Task node selection: for the task node t i
v in DAG graph

Gi, first calculate the score of t i
v:

λ
i
v = MLPθ6

(
hi

v,y
i,z
)

(6)

The function of MLP is to map the input embedding
vector to the scalar value, and λ i

v represents the score
of choosing task node t i

v. Then input the score into the
softmax function to calculate the probability of selecting
task node t i

v:

prob
(
t i
v
)
=

exp
(
λ i

v
)

∑k∈Φ exp
(

λ
G(k)
k

) (7)

Where G(k) is the task group to which task tk belongs.
Φ is the set of all executable tasks.

• Number of robots: For each DAG Gi, the policy network
also calculates its score firstly:

η
i
p = MLPθ7

(
yi,z, p

)
(8)

Where p is the number of robots allocated to Gi. Sim-
ilar to task node selection, the policy network applies
the softmax function to these scores to calculate the
probability of selecting different numbers of the robot.

E. Training Algorithm

We use the REINFORCE algorithm [27] to train the pol-
icy network. REINFORCE is a well-known policy gradient
method and has been widely used in various fields. It updates
network parameters using the stochastic gradient ascent al-
gorithm based on the observed returns during training, which
increases the probability of actions that increase the reward.

V. EXPERIMENT

A. Experimental setup

The experiment is completed on a computer equipped with
Intel i9-9900k CPU and NVIDIA 3090 graphics card with
24GB memory.

In order to generate the random MRTA problem instance,
we use the method of Suslova et al. [7] to generate the
directed acyclic graph of the task group. The number of task
nodes in the directed acyclic graph is randomly selected from
2 to 15. The estimated total workload of each task is sampled
uniformly from the full interval of [1000,10000]. It does not
take time for the robot to transfer between tasks in the task
group. And the time for robots to transfer between tasks
belonging to different task groups is 1000.

To simulate the uncertainty of robot execution time, firstly,
δ (dt i

j
, |Ci

j|) is used to estimate the execution time of robots

in the coalition, which is deterministic. |Ci
j| is the number of

TABLE I
AVERAGE TASK GROUP COMPLETE TIME OF VARIOUS METHODS IN

DIFFERENT SCALES
(SCALE:NUMBER OF ROBOTS ×NUMBER OF TASK GROUP)

Scale Method
Random GCH MinInterfere Ours

5×5 59083.2 51706.7 55607.6 49079.7
10×10 82585.3 72879.3 51951.2 49807.2
15×15 108738.0 91227.8 51648.9 49337.5
20×20 133422.5 106195.0 50971.3 48895.8

robots in coalition Ci
j. Then, Gaussian distribution is used to

model the uncertainty of robot execution time. In coalition
Ci

j, the execution time of each robot follows the following
distribution:

drm
t i
j
∼ N

(
δ

(
dt i

j
, |Ci

j|
)
,µ
)

(9)

µ is a constant, and drm
t i
j

is the actual execution time for

robot rm to perform task t i
j. We use homogeneous robots to

perform tasks to simplify experiments.
The code implementation of the scheduler uses Tensor-

Flow [28]. For each problem scale, we train the scheduler
for 12000 iterations. All multi-layer perceptrons contain three
hidden layers. We used Adam optimizer [29] for gradient
descent. In the training process, we use the Adam optimizer
to set the constant learning rate lr = 1×10−3.

To verify the performance of the proposed method in solv-
ing the MRTA problem, we compare the proposed method
with three methods. They are random selection algorithm
(random), greedy constructive heuristic (GCH) [6] and Min-
Interfere [18]. The random selection algorithm randomly
selects the task assignment robots from the executable tasks.
The main idea of the greedy constructive heuristic is to
calculate the impact of all executable tasks on the objective
function and assign all available robots to the tasks with the
smallest objective function increment. Mininterfere allows
as many tasks as possible to start as soon as possible, so
the robot will be relatively evenly allocated to each task.
Since Mininterfere does not take priority constraints into
account in its design, we refer to the method of [6] to enable
Mininterfere to handle priority constraints.

B. Results

In the first group of experiments, we train and test
four groups of problem examples with different scales. We
randomly generate 50 examples for each scale to test and
compare the average completion time of task groups of
solutions generated by different methods. The final results
are shown in table I. The first column indicates the number
of robots and task groups under the corresponding problem
scale. It can be observed from table I that the quality of
solutions generated by our proposed method is better than
that of the baseline method under different scales. When the



TABLE II
AVERAGE TASK SOLUTION TIME

Scale Method
Random GCH MinInterfere Ours

5×5 1.3ms 1.4ms 1.3ms 5.0ms
10×10 1.4ms 1.4ms 1.4ms 5.4ms
15×15 1.4ms 1.6ms 1.7ms 5.8ms
20×20 1.4ms 1.9ms 1.8ms 5.9ms

Figure 4. Generalization result of our method in larger scales.

number of robots and task groups is small, the performance
gap of all methods is small. However, with the increase
of the number of robots and task groups, the performance
of the baseline method begins to decline rapidly, and our
method can still maintain good performance. In particular,
the random selection algorithm and GCH assign all robots to
one task, which will reduce the execution efficiency of robots
when the number of robots increases. These results show that
our method can generate better solutions for MRTA problems
of different scales, especially in large-scale problems.

Then we tested the computational efficiency of our
method. We calculated the average solution time required
for each task. The final results are in table II. It can be
seen that the average task solution time does not change
significantly with the expansion of the scale, indicating that
our method is less affected by the problem scale. Although
the solution time of our method is relatively long compared
with other baseline methods, it is acceptable considering that
the solution time is still within a reasonable range and the
performance is improved.

Finally, we evaluated the generalization performance of the
proposed method. In this experiment, we use the strategy
of training in the scale of 20 robots and 20 task groups
to solve the MRTA instances with more task groups and
observe the average task completion time. We compare the
proposed method with the best performing baseline method.
The number of robots is fixed at 20, and the number of
task groups ranges from 25 to 80, and the number of task

groups increases at intervals of 5. The final results are
shown in Figure 4. It can be observed that even solving
the problems larger than the training scale, the performance
of the proposed method is still better than that of the best
baseline method. This shows that the proposed method can
gain experience in the process of training, to deal with the
state not seen in training, indicating the proposed method
has a certain generalization ability. The generalization ability
enhances the generality of the method and reduces the
time cost of training on the corresponding scale, which is
conducive to the application in practical MRTA problems.

VI. CONCLUSION

We present a method based on DRL to solve the MRTA
problem with priority constraints and uncertain execution
time of robots. Firstly, we use the DAG to describe the
priority constraints and establish a Markov decision process
for the MRTA problem. Then a graph neural network with the
hierarchical attention mechanism is proposed, and a policy
network is designed based on it. Trained policy networks can
generate efficient solutions for MRTA problems of different
scales. The experimental results show that the proposed
method is superior to the existing heuristic methods. Fu-
ture research will extend the method to MRTA with more
constraints.
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