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Abstract—Modular self-reconfigurable robotic systems are po-
tentially more robust and adaptive than conventional systems.
This article proposes a novel freeform and truss-structured
modular self-reconfigurable robot called FreeSN, containing node
and strut modules. A node module contains a low-carbon steel
spherical shell. A strut module contains two magnetic-based
freeform connectors, which can connect to any position of the
node module and provide spherical motions. Accurate configura-
tion identification is essential for the automation of modular robot
systems. This article presents a novel configuration identification
system for FreeSN, including connection point magnetic localiza-
tion, module identification, module orientation fusion, and system
configuration fusion. A magnetic sensor array is integrated into
the node module. A graph convolutional network-based magnetic
localization algorithm is proposed, which can efficiently locate a
variable number of magnet arrays under ferromagnetic material
distortion. The module relative orientation is then estimated by
fusing the magnetic localization result with the inertia moment
unit and wheel odometry. Finally, the system configuration can be
estimated, including the connection topology graph and the poses
of modules. The configuration identification system is validated
by a series of accuracy evaluation experiments and two library-
based automation demonstrations based on closed-loop control.

Index Terms—Cellular and modular robots, magnetic local-
ization, self-reconfigurable, graph convolutional network (GCN),
sensor fusion.

NOMENCLATURE

Sj Strut module
Vuj Strut upper vehicle
Vnj Strut lower vehicle
Ni Node module
Hi Node horizontal plane
Mm Magnetic sensor
Tk Spherical triangle
Pk∗ The *-th vertex of the spherical triangle Tk
∗

∗∗R Rotation matrix of body ** relative to body *
∗

∗∗q̂ Unit quaternion of body ** relative to body *
∗

∗∗p# Position of body # with respect to ** and expressed
in the frame *

∗ẑ∗∗ Z-axis of body ** expressed in the frame *
∗r̂ Vehicle target position relative to body *
∗

∗∗ω# Angular velocity of body # with respect to ** and
expressed in the frame * (rad/s)
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ω# Angular velocity of body # with respect to earth and
expressed in the frame # (rad/s)

∗
∗∗
ωV #

j ,f Forward speed of the # vehicle of strut j with respect
to ** and expressed in the frame * (rad/s)

∗
∗∗
ωV #

j ,s Steering speed of the # vehicle of strut j with respect
to ** and expressed in the frame * (rad/s)

ωV ∗
j ,l

Rotation speed of the left wheel
ωV ∗

j ,r
Rotation speed of the right wheel

rn Radius of the node module
rw Strut wheel radius
lw Wheel interval of the vehicle
lSj Central distance between connected node and strut Sj
η Scalar part of the unit quaternion Hi

Sj
q̂

ϵ Vector part of the unit quaternion Hi

Sj
q̂

r(i) i-th element of vector r
⊗ Hamilton product of quaternions
◦ Hadamard product of two vectors or matrixs

I. INTRODUCTION

MODULAR self-reconfigurable robotic (MSRR) systems
[1]–[5] are multi-robot systems consisting of a num-

ber of repeated robot modules, which can rearrange them-
selves into different configurations and adapt to new cir-
cumstances. Compared with the traditional fixed-morphology
robots, MSRRs excel in unknown and unstructured environ-
ments and have strong self-adaptive and self-healing capabil-
ities.

Over the past few decades, many MSRRs have been pro-
posed based on different types of connectors, such as latch
[6]–[8], hook [9], [10], electromagnet [11], permanent magnet
[12]–[14], binder material [15], [16], and vacuum [17]. They
have demonstrated the rich versatility and adaptability of
MSRR in several aspects. However, many previous MSRR
modules have a limited number of fixed location connectors,
which makes large-scale MSRR systems vulnerable to mis-
alignment between connectors due to tolerance stack [16].
The freeform MSRRs [1] have non-fixed point connectors and
generally have high misalignment tolerance [4], [18] and a
continuous and more flexible connection. Many early freeform
MSRRs [19]–[21] are proposed, but they have weak connec-
tions and can only work in 2D. Several freeform MSRRs
were proposed in recent years [16], [22]–[25], most of them
can work in 3D, and they have demonstrated [25]–[27] that
freeform MSRRs can better adapt to unstructured surfaces and
unexpected changes of environment. The freeform connection
brings many advantageous properties while posing challenges
for position sensing.
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Many types of sensors have been applied for position
sensing in previous MSRRs, such as potentiometers [6], [28]–
[30] and optical or hall effect sensor encoders [9], [31], [32],
but these sensors can only work for joints with one degree of
freedom (DoF). Many of the existing higher-DoF spherical
joints measure the joint orientation by several single-axis
sensors [33], optical sensors [34], [35], and magnetic sensors
[36]. However, most of them are not compact enough for tight
space and weight constraints in modular robotic systems [2]
or can hardly satisfy the freeform connection since they might
require additional precisely aligned mechanical linkages.

In our previous work, we presented a freeform MSRR called
FreeSN [24], combining the characteristics of freeform MSRR
and truss-structured [1], [37]–[39] MSRR. FreeSN consists
of strut modules and node modules. The node module is
mainly a low-carbon steel spherical shell. The strut module
contains two magnetic-based freeform connectors, which can
connect and reconfigure to any position of the surface of the
node module. FreeSN modules can be assembled and self-
reconfigured into strut-node structural configurations, which
can significantly improve the structural stability of the sys-
tem and superimpose module capabilities by parallelizing the
module motions. To realize automatic reconfiguration, the
FreeSN system needs to accurately locate a variable number
of connected struts through a 0.8mm thick low-carbon steel
spherical shell without external sensors. However, sensors can
hardly be placed at the steel shell surface, limited by the free
movement of the connector and the desired air gap between
the connector and the spherical shell. The magnetometer
cannot determine the orientation relative to the Earth since
the magnetic field produced by the magnet array and the low-
carbon steel spherical shell is far larger than the geomagnetic
field. An optical system with cameras and fiducial markers is
susceptible to interference from, for example, dust and light,
especially in outdoor environments. The magnet array inside
the connector naturally provides a strong and stable signal,
which the steel shell can not block. A magnetic localization
system has the potential to identify the FreeSN configuration
accurately.

The permanent magnet localization method has been widely
studied in the past decades. Many model-based localization
algorithms model magnet behaves as a magnetic dipole, and
various algorithms such as trilateration [40], nonlinear op-
timization [41]–[44], unscented Kalman filter (UKF) [45],
and jacobian-based iterative method [46] were proposed to
locate a known number of magnets. An optimization-based
method was proposed [47] to locate a variable number of
dipole sources by initializing a large number of dipole sources
and optimizing their existence probabilities, but the maximum
number of possible magnets needs to be indicated, and this
influences the optimization efficiency. Due to the inaccuracy
of the dipole at the surface of the magnet, some artificial
neural network (ANN) based [48]–[51] and hybrid [52] algo-
rithms were proposed to approximate the magnetic field and
achieved good localization accuracy when tracking a single
magnet. For more complex tasks, where the magnetic array
is the tracking target or ferromagnetic materials such as steel
exists, the magnetic field distribution is far from the tradi-

tional magnetic models, and inaccurate models can introduce
significant localization errors. Convolutional neural network
(CNN) was proven effective in dealing with nonlinearities
introduced by ferromagnetic cores in electromagnetic model-
ing [53]. In our previous work [54], a graph convolutional
network (GCN) based magnetic localization algorithm was
preliminarily evaluated using FreeBOT [22] by classifying
the non-uniform regions defined on the sphere. However, the
localization accuracy is limited since the region division can
hardly be extended, and the magnet position is not effectively
encoded.

This article proposes a novel freeform MSRR called
FreeSN. FreeSN evolves upon the work presented in [24]
and [54]. Compared with the previous robot design [24],
the node module integrates a magnetic sensor array, and a
configuration identification system is proposed. The configura-
tion identification system includes connection point magnetic
localization, module identification, module orientation fusion,
and system configuration fusion. The magnetic localization
system includes the magnetic sensor array inside the node
module and a GCN-based magnetic localization algorithm,
which can locate all strut modules that connect to the node
module. The feasibility of the magnetic localization system
was preliminarily evaluated in [54]. A magnetic module iden-
tification approach is also proposed to identify the IDs of
the adjacent modules. With the localization results from the
proposed magnetic localization system, the relative orientation
between the adjacent strut and node modules can be estimated
by fusing with the data from the inertia measurement unit
(IMU) and wheel odometry. The system configuration of a
group of interconnected modules can also be estimated, in-
cluding the pose of each module and the connection topology.
With the estimated system configuration feedback, this article
proposes a closed-loop controller for the differential driving
vehicle of strut modules. The modules can perform system
behaviors automatically by executing a sequence of control
tasks from the library. Finally, we present the evaluation of the
localization accuracies under the commercial optical motion
capture system and demonstrate two system automation behav-
iors. The main contributions of the article are the following:

1) The mechanical design of a novel freeform MSRR called
FreeSN, consists of strut and node modules, which can
form truss structures and have continuous connections.

2) A connection point localization system for FreeSN that
can locate a variable number of magnet arrays under the
ferromagnetic environment using a GCN-based approach.

3) A configuration identification system for FreeSN that
estimates the connection topology and the relative pose
of each module.

The rest of this article is organized as follows. Section II
introduces the robot design and mechanical performance of
FreeSN. Section III proposes a magnetic localization and
identification system that enables the node module to identify
and track the connected strut modules. Section IV derives
the orientation filter of modules and the system configuration
fusion strategy. Section V introduces the vehicle controller
design and the library-based system behavior. Section VI eval-
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Fig. 1. The mechanical design of the FreeSN modules. (a) Node module. Exploded view. (b) Freeform connector. Exploded view. Partial section view. (c)
Strut module. Exploded view.

uates the magnetic localization accuracy and the orientation
filter accuracy. Section VII demonstrates the library-based
behavior of the FreeSN system. Finally, Section VIII concludes
this article.

II. ROBOT DESIGN

The FreeSN system consists of node modules and strut
modules. The surface of the node module is a low-carbon
steel spherical shell. The strut module contains two freeform
connectors, which can connect and reconfigure to any position
of the node module.

This section first introduces the mechanical design and
the integrated electronics of the current FreeSN. Compared
with the initial version [24] of FreeSN, the node module is
integrated with the magnetic sensor array and accompanying
electronics, and the sensing units inside the strut module are
introduced in detail. The specifications of the implementation
in this article are then summarized.

A. Mechanical Design

As shown in Fig. 1(a), a node module contains two low-
carbon steel hemisphere shells and integrated electronics. The
upper hemisphere shell is fixed with the shell fix helper by
epoxy. The 3D-printed sensor skeletons can be installed on
the shell fix helper, and the lower shell is fixed with the upper
shell. The magnetic sensor array is fixed on sensor skeletons by
nylon rivets, and its arrangement is introduced in Section III-A.
A hole with a diameter of 2mm is drilled in the upper shell
for charging. The effect of such a small hole on the magnetic
attraction and robot motion is negligible.

The mechanical design of the freeform connector is shown
in Fig. 1(b). It consists of a permanent magnet array, a

magnet lifting mechanism, and a two-wheel differential driving
vehicle. The magnet array produces a strong axial connection
force, while the lifting mechanism makes the connection force
variable, and the vehicle brings spherical freeform motion.

The magnetic attraction between the magnet array and the
low-carbon steel spherical shell is mainly axial since the steel
spherical shell is homogeneous, providing the possibility for
the freeform connection. The magnets are arranged tangen-
tially to the spherical surface of the node module.

The distance between the magnet array and the steel spher-
ical shell is defined as the magnet height. A magnet lifting
mechanism driven by a DC motor and a screw rod is used to
change the magnet height and adjust the magnetic attraction
force so that the connector can connect to or disconnect from
the node module. When the magnet height approaches zero,
the magnetic force reaches its maximum. The connector can
disconnect from the node module by retracting the magnets
until the magnetic attraction is small enough. The lifting mech-
anism can keep protruding the magnet array after the magnet
height approaches zero, where the magnet array contacts the
steel spherical shell and the wheels are not. The magnet height
is regarded as negative in this state, and the strut length
is variable. Although the actuation distance is small in this
design, this motion still provides some powerful functions
and can be easily improved in future designs if needed. For
example, the magnet array can touch the external environment
and generate a large thrust. The misalignment of connectors
can be aligned by first protruding and then retracting the
magnet array.

Since the magnetic attraction force is mainly axial, a
two-wheel differential driving vehicle can provide spherical
freeform motion and improve the connection strength. The ve-
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hicle consists of two DC motors with worm gear reducers, two
polyurethane wheels, and two universal ball bearing casters.
The magnetic attraction provides pressure on the polyurethane
wheels. The friction on the two polyurethane wheels provides
the spherical freeform motion driving force and the resistance
to the shear force, bending moment, and torsion, which are
vital to the connection performance.

As shown in Fig. 1(c), a strut module contains two symmet-
rically placed freeform connectors so that a strut module can
connect to two node modules simultaneously. The protection
cover protects the motors and electronics from external forces.
Sufficient space is reserved for future extensions, such as
environmental sensors.

B. Integrated Electronics

Since the FreeSN contains two different modules, the elec-
tronics are different.

1) Main Control Unit: The strut module uses dual Espres-
sif ESP32-PICO-D4 microcontrollers as the main processor,
which drives the six N20 DC motors by DRV8833 dual H-
bridge motor driver chips. The microcontrollers also deal with
the orientation filter and low-level control tasks.

A node module contains an ESP32-PICO-D4 microcon-
troller for magnetic array management and orientation filter
tasks. An Allwinner H3 (Quad-core Cortex™-A7) controller
supports the computing resources for magnetic localization
and other higher-level tasks.

2) Sensing Unit: Each of the six N20 DC motors inside the
strut module is equipped with a magnetic quadrature encoder.
Two limit switches are installed for magnet height calibration.
In this way, the magnet height can be controlled, and the wheel
odometry of vehicles can be calculated. An MPU6050 6-axis
inertia measurement unit (IMU) is also embedded.

A node module integrates an MPU6050 IMU and an array
of 42 Melexis MLX90393 tri-axis magnetic sensors. The
magnetic sensors are electrically connected by the flexible
flat cable (FFC) and communicate with the Espressif ESP32-
PICO-D4 microcontroller through the I2C bus.

3) Communication Unit: Both kinds of modules are ca-
pable of WiFi/Bluetooth communication. In this article, all
modules and a centralized computer communicate through a
WiFi router.

The strut module can transmit messages to the node module
by changing the magnetic field. However, the transmission rate
is limited by the motor speed. This type of communication is
only used for magnetic module identification in this article.

C. Specification

The FreeSN contains a lot of parameters. Here, we present
an implementation with the following specifications. The di-
ameter of the spherical shell in the node module is 120mm,
while the thickness is 0.8mm. The magnet array consists of
eight N52 cylindrical magnets, with the middle four and the
outer four of opposite polarity. The diameter of the magnets is
10mm and the height is 10mm. Under such configurations,
the minimum central angle between two connectors is less
than 60◦, and a node module can be connected by 12 strut

modules simultaneously. The robot modules can construct
triangle substructures, which is vital for structural stability.
The strut module and node module masses are 430 g and 310 g.
The robot specifications of the implementation are summarized
in Table I.

TABLE I
SPECIFICATIONS OF FREESN

Specification Value

Strut module
- Magnet remanence 1.47T (N52)
- Magnet size D: 10mm, H: 10mm
- Magnet number 8
- Magnet height range [−15mm, 10mm]
- Driver motor rated speed (No load) 20RPM (12V)
- Lifting mechanism rated speed (No load) 0.87mms−1 (12V)
- Polyurethane wheel diameter 20mm
- Caster ball diameter 8mm
- Module height 77mm
- Module weight 430 g

Node module
- External diameter 120mm
- Spherical shell thickness 0.8mm
- Magnetic sensor and node surface distance 7mm
- Module weight 310 g

D. Connector Characterization

In this section, the magnetic performance and the connection
strength are preliminarily evaluated. The connection strength
can be characterized by normal strength, shear strength, bend-
ing strength, and torsional strength.

Fig. 2(a) shows the variations of the simulated magnetic
attraction force in COMSOL Multiphysics and the measured
normal strength with the distance between the magnet array
and the steel spherical shell. The magnetic force is approx-
imately 140N at maximum when the magnet array is in
contact with the shell and decreases as the distance increases.
The magnetic force also decreases with the roll angle and
pitch angle inclination, which are simulated in COMSOL
Multiphysics and presented in Fig. 2(b). The magnetic force
variations represent the alignment force that can be provided
and, together with the demanded alignment force, determines
the misalignment tolerance of the variables.

The normal strength equals the magnetic force when wheels
are not in contact with the steel spherical shell, and the friction
is small since the surface of the magnet array is smooth. When
the wheels contact the shell, the magnetic force is distributed
over the wheels, and the wheel friction increases while the
normal strength decreases. The wheel friction approaches its
maximum when the magnet array and shell are about to but
not separated, while the normal strength decreases to about
79N. The shear, bending, and torsional strength reach their
maximum at this state.

Under maximum wheel friction, we evaluated the shear
strength and bending strength of the connector. The two
strengths are different in different directions, caused by the
distribution of the wheels. Five trials are performed in five
different directions and on different bending moment arms,
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with the 3D-printed helper shown in Fig. 3(a). Under pure
shear force, the maximum shear force is about 49N in the
side direction, as labeled in Fig. 3(b), while it is about 54N
in the front direction. The bending strength increases and
then decreases with the moment arm, which also depends on
the direction. The bending strength is relatively larger in the
front direction when the moment arm is less than 4.7 cm and
relatively larger in the side direction when the moment arm
gets larger. The maximum bending moment is approximately
1.6Nm in the front direction and 1.8Nm in the side direction
when the moment arm is about 9 cm. The experimental results
are concluded in Fig. 3(b). Assume that the modules form a
strut-node-strut structure and connect to a fixed node module,
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Fig. 4. (a) The spherical grid division and spherical triangle area notations.
(b) The sensor array arrangement and frame definitions. The red dashed lines
are the angle bisectors of the corresponding vertexes.

the three modules can hold as a cantilever in the side direction,
and the first two modules can hold as a cantilever in the front
direction when the third module connects above the second
module. The torsional strength is tested similarly. When only
torsion is applied, the maximum torsion is about 1.3Nm.

III. MAGNETIC LOCALIZATION AND IDENTIFICATION

The magnetic sensor array inside the node module can
monitor the surrounding magnetic field and locate the nearby
magnet arrays inside the freeform connector.

This section first introduces a spherical grid coordinate
system, which guides the sensor arrangement and encodes
the magnet array positions. Then, a GCN-based approach is
proposed to locate a variable number of magnet arrays.

In addition, the magnet lifting mechanism can change the
magnetic field by adjusting the magnet height. The strut
module can send the encoded data by consecutively adjusting
the magnet height, and node module can receive the data by
decoding the nearest magnetic sensor data. The node module
can identify the connected strut modules in this way, as
introduced in Section III-C.

A. Spherical Grid System

The spherical surface can be divided into K spherical trian-
gle areas based on the spherical area coordinate (SAC) system
[55], which is singularity free and avoids planar mapping
distortion. As shown in Fig. 4(b), the magnetic sensors are
placed at the spherical projection of the vertices and edge
midpoints of the regular icosahedron. The grid system is
defined based on the sensor arrangement and produces 42
vertexes and 80 spherical triangle areas. The area division lines
are shown in Fig. 4(a).

As shown in Fig. 4(a), the node frame ΣNi is defined at its
center O, and there exists a magnet array with the center point
P. The magnetic localization algorithm in Section III-B aims
to estimate the unit vector of the magnet array position relative
to the frame ΣNi, denoted as p̂ =

−→
OP∥∥∥−→OP

∥∥∥ . The SAC of p̂ is a

better estimation target since it is relative to the grid system
and avoids mapping distortion. The Cartesian coordinate and
SAC can be interconverted with the grid system vertexes as
follows.
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As shown in Fig. 4(a), P lies inside a spherical triangle Tk
with vertexes Pk1, Pk2, and Pk3. The Cartesian coordinates of
the position vectors relative to the frame ΣNi are denoted as
p̂k1 =

−−−→
OPk1∥∥∥−−−→OPk1

∥∥∥ , p̂k2 =
−−−→
OPk2∥∥∥−−−→OPk2

∥∥∥ , and p̂k3 =
−−−→
OPk3∥∥∥−−−→OPk3

∥∥∥ . The SAC

of p̂ can be calculated as:

µTk =
[
Ak1

Ak

Ak2

Ak

Ak3

Ak

]
(1)

where Ak = area(p̂k1, p̂k2, p̂k3) = Ak1+Ak2+Ak3 is the
area of the spherical triangle Tk. Ak1 = area(p̂, p̂k2, p̂k3),
Ak2 = area(p̂, p̂k3, p̂k1), and Ak3 = area(p̂, p̂k1, p̂k2) are
the area of the sub-triangles. area is the spherical triangle
area formula:

area(p̂1, p̂2, p̂3) =

2 tan−1

(
p̂1 · (p̂2 × p̂3)

1 + p̂1 · p̂2 + p̂2 · p̂3 + p̂3 · p̂1

)
(2)

The SAC can also be converted to the Cartesian coordinate
system by:

p̂T = D−1b (3)

D =

(p̂k2 × p̂k3)
T

(p̂k3 × p̂k1)
T

(p̂k1 × p̂k2)
T

−tan

Ak
2
µk1

T ◦

(p̂k2 + p̂k3)
T

(p̂k3 + p̂k1)
T

(p̂k1 + p̂k2)
T


(4)

b = tan

Ak
2
µk ◦

1 + p̂k2 · p̂k3
1 + p̂k3 · p̂k1
1 + p̂k1 · p̂k2

 (5)

B. Localization

Here, a GCN-based magnetic localization algorithm is intro-
duced, which locates the center position of a variable number
of magnet arrays.

As shown in Fig. 5(a), the input layer is the features of each
triangle area, including the data from the magnetic sensors
below three vertexes and the triangle geometric information.
The magnetic sensor data is first normalized and then trans-
formed to the area vertex frame ΣP. As shown in Fig. 4(b), the
sensor frame ΣMm is attached to the circuit board depending
on the install direction, while the axis ẑMm

always points to
the shell center O. The sensor frame can be transformed to the
area vertex frames by rotating around its z-axis until its x-axis
aligns with the angle bisector of the corresponding vertex.
The geometric information is the one-hot encoding of the
spherical triangle type, which is classified hierarchically based
on geometric symmetricity and some manufacturing issues. In
the proposed design, there are two base types.

The input layer features go through several GCN layers and
multilayer perceptron (MLP) and finally output an 80x4 tensor
of predictions, representing the existence probability Ck and
SAC µk of the magnet array center in each triangle area. As
shown in Fig. 5(c), the SAC predictions are transformed to
the Cartesian coordinate as candidate prediction by Eq. (3)
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Fig. 5. Magnetic Localization Algorithm. (a) The input features of the graph
area, include the transformed magnetic data and the one-hot encoding of area
geometric information. (b) The diagram of the graph convolutional network,
visualizing the activations of a hidden layer and the output layer when using
sample data. (c) After postprocessing, the algorithm outputs the centers of the
connected magnet arrays.

if the corresponding existence probability prediction exceeds
a threshold value. Then, the non-maximal suppression can
effectively fix the possible multiple detections near the border
of areas based on the assumption that the minimum central
angle between two magnet arrays is always larger than a
parameter. We set this parameter to 55◦ based on the mechan-
ical parameters of FreeSN for robustness. Finally, we get the
Cartesian coordinates Ni p̂j of the variable number of magnet
arrays relative to the node frame ΣNi.

The network can be trained using the following loss func-
tion:

λcoord

K∑
k=0

1
mag
k ∥µk − µ̂k∥2 +

K∑
k=0

1
mag
k (Ck − Ĉk)

2

+λnomag

K∑
k=0

1
nomag
k (Ck − Ĉk)

2

(6)

where λcoord and λnomag are the weighted parameters, µ̂k
and Ĉk are the labels, and 1

mag
k denotes if the center of a

magnet array appears in the k-th triangular area.
Since the magnetic sensors are close to the magnets, and the

distance between the magnet arrays is not too close, the model
can be trained with a dataset where only one magnet array
exists. This greatly reduces the difficulty of data collection.

The proposed network can be light-weighted. In the current
implementation, the network contains only seven layers. The
whole magnetic localization algorithm can run up to 20Hz
on the integrated microcontroller with a single core and up to
38Hz with a quad-core.

C. Localization and Identification System

Adjacent module identification is a necessary function for
an MSRR system. In FreeSN, the strut module can send
data to the connected node module through low-frequency
magnetic field communication, where the strut module changes
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Fig. 6. The flowchart of the magnetic localization and identification system.
The magnetic localization and identification systems work together to identify
and track all connected strut modules.

the magnetic field by the magnet lifter and the node module
monitors the magnetic field with the magnetic sensors. The
communication speed might be slow, but it is reliable and
does not require additional hardware. Magnetic identification
is necessary only when two groups of modules are first
connected. Otherwise, this procedure can be omitted since the
system configuration is known.

As shown in Fig. 6, the magnetic localization and the
identification systems work together to identify and track the
connected strut modules. The magnetic localizer proposed in
Section III-B reads the magnetic sensor data and predicts the
position of the connected magnet arrays. Then the tracker
tracks the magnet arrays by finding the closest reasonable
prediction for each tracked magnet array. Once an unknown
magnet array is tracked, the identifier first searches the possible
strut modules from the interconnected module group. A cen-
tralized computer handles this task for now, as it may require
the whole configuration of the module group. If the pose of
some strut module satisfies the constraints of this unknown
connection, we can think that this is the new tracked module,
and we can know which side of this strut is connected.

If the search procedure fails, the identifier periodically
broadcasts a user datagram protocol (UDP) package containing
the estimated strut orientation information until successful
identification. A magnetic decoder will be assigned to decode
the magnetic field intensity of the nearest sensor based on the
real-time magnet array position.

All the strut modules can receive the UDP package and
judge which side of its magnet array can trigger this connec-
tion according to the received orientation information and its
status. The possible magnet lifters will send the identification
message through the magnetic field by consecutively retracting
and protruding the magnet array. An example waveform of
message ”01001101” received by the nearest magnetic sensor
is shown in Fig. 6, where the first two bits are the start bits,
the third bit is the magnet ID, and the rest bits are the strut ID.
The magnetic field magnitude of the example waveform varies
within 1.5mT, which is less than two percent of the magnetic
field of the magnet array. The identification succeeds after the
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Fig. 7. Module coordinate system definition.

decoder decodes the message. Finally, the node module can
track the strut module and establish the network connection
for future functions.

The low-frequency magnetic field communication data rate
is limited by the speed of the lifter motor, depending on the
input voltage and magnetic attraction load. In the presented
design, the communication rate is approximately 2 bits s−1

when the input voltage is 12.6V, which is relatively slow but
acceptable for the identification demands.

IV. SYSTEM CONFIGURATION FUSION

With the module identification results, we can obtain the
connection topology graph G for a group of interconnected
FreeSN modules. The relative orientation between adjacent
modules can be estimated by fusing the magnetic localization
result, strut wheel odometry, and IMU. Finally, the system
configuration can be estimated, including the relative pose of
each module and G.

In this section, the coordinate definition is first introduced.
The module filters are then derived. Finally, a system config-
uration fusion strategy is proposed.

A. Coordinate Definition

As shown in Fig. 7, the node body frame ΣNi locates at
the sphere center, and we define a virtual horizontal plane Hi
at the frame Ni origin. The z-axis ẑHi

of the horizontal frame
is always parallel with gravity, and the frame ΣHi follows
the rotation motion of the node module around the axis ẑHi

ideally.
As shown in Fig. 7, a strut module Sj connects to the node

module, and the strut body frame ΣSj is defined at the center
of its body. The z-axis ẑSj

of frame ΣSj is parallel with
the magnet lifting direction, and ŷSj

is parallel with the line
connecting the centers of the two polyurethane wheels at one
side. The lower vehicle frame ΣVnj is parallel with the frame
Sj , while the upper vehicle frame ΣVuj has the opposite y-axis
and z-axis.

The wheel speeds are defined in Fig. 7. If a vehicle V∗
j

moves on the node Ni without slipping, the forward speed
V ∗
j

Ni
ωV ∗

j ,f
and steering speed

V ∗
j

Ni
ωV ∗

j ,s
of the vehicle with

respect to Ni and expressed in the frame ΣV ∗
j can be estimated

with the rotation speeds of its left wheel ωV ∗
j ,l

and right wheel
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ωV ∗
j ,r

, where ∗ ∈ {u, n} represents the upper vehicle or the
lower vehicle.

[V ∗
j

Ni
ωV ∗

j ,f
V ∗
j

Ni
ωV ∗

j ,s

]
=

[
rw√

4r2n−l2w
rw√

4r2n−l2w
− rw
lw

rw
lw

] [
ωV ∗

j ,l

ωV ∗
j ,r

]
(7)

where rw is the wheel radius, rn is the radius of the node
module, and lw is the wheel interval of the vehicle.

Supposing that the strut module is perpendicular to the
spherical tangent plane of the connected node module, the
magnetic localization result Ni p̂j points to the strut center.
For the lower magnet array localization result, we have the
estimated z-axis vector NizSj

=Ni p̂nj , and NizSj
= −Ni p̂uj

for the upper magnet array. The estimated z-axis can be
represented in the horizontal frame by HizSj

= Hi

Ni
RNizSj

.

B. Module Filters

The module filters include the node orientation filter, strut
orientation filter, and yaw angle difference filter of adjacent
nodes. The orientation filters follow the principle of the
Madgiwick filter [56] and estimate the module orientations
relative to their reference frames. Since the node module is
omnidirectionally symmetric, the node horizontal frames are
chosen as the reference frames of the orientation filters. The
yaw angle difference filter estimates the yaw angle difference
between the horizontal frames of adjacent node modules.

1) Node Orientation Filter: The orientation filter of the
node module follows the IMU implementation of the Madgi-
wick filter [56], except that the third element of the measured
angular rate expressed in its horizontal frame Hi

E
ωgyroNi

(3) is set
to zero before the integral, where frame ΣE is the earth frame.
This filter estimates the orientation of frame ΣNi relative to
frame ΣHi, denoted as the unit quaternion Hi

Ni
q̂ or the rotation

matrix Hi

Ni
R.

2) Strut Orientation Filter: The strut orientation filter es-
timates the orientation of the strut module relative to the
horizontal frame of a connected reference node module, de-
noted as Hi

Sj
q̂. If only one connector of the strut Sj connects

with a node module, the reference node is this module. If
both connectors connect with a node module, we select the
node module connecting the lower connector as the reference
node. Without loss of generality, this reference node and the
corresponding horizontal reference frame are denoted as Ni
and ΣHi.

The strut orientation filter estimates Hi

Sj
q̂ by fusing the data

from wheel odometry, IMU, and magnetic localization result,
following the framework of the Madgiwick filter [56], which
aligns the predefined reference direction with sensor data by
optimization and integrates the angular velocity at each time
step t, as:


Hi

Sj
qt =

Hi

Sj
q̂t−1 +

(
1

2
Hi

Sj
q̂t−1 ⊗

Sj

Hi
ωSj − β

∇ft
∥∇ft∥

)
∆t

Hi

Sj
q̂t =

Hi

Sj
qt∥∥∥Hi

Sj
qt

∥∥∥
(8)

where 1
2
Hi

Sj
q̂t−1 ⊗ Sj

Hi
ωSj

integrates the estimated angular
velocity of Sj with respect to Hi expressed in the frame ΣSj ,
β is the filter gain, and ∇ft is the gradient of the objective
function:

min
Hi
Sj

q̂

1

2

∥∥∥f(Hi

Sj
q̂, âSj

,HizSj
)
∥∥∥2,

f(Hi

Sj
q̂,âSj

,HizSj
) =

[
fg(

Hi

Sj
q̂, âSj )

fz(
Hi

Sj
q̂,HizSj )

] (9)

fg(
Hi

Sj
q̂, âSj

) = Hi

Sj
q̂∗ ⊗ Hi ĝ ⊗ Hi

Sj
q̂ − âSj

(10)

fz(
Hi

Sj
q̂,HizSj ) =

Hi

Sj
q̂ ⊗ Sj ẑSj

⊗ Hi

Sj
q̂∗ − HizSj (11)

where fg aligns the theoretic gravity direction ĝ with the
normalized accelerometer measurement âSj , fz aligns the
estimated z-axis zSj

of frame ΣSj with the actual one ẑSj
,

and ⊗ represents the Hamilton product between quaternions.
The gradient ∇f can be calculated as:

∇f = Jg(
Hi

Sj
q̂)T fg(

Hi

Sj
q̂, âSj

) + Jz(
Hi

Sj
q̂)T fz(

Hi

Sj
q̂,HizSj

)
(12)

where Jg and Jz are the Jacobian matrices and the simpli-
fied gradient refers to Appendix A-A.

The angular velocity Sj

Hi
ωSj

of Sj with respect to Hi
expressed in the frame ΣSj can be estimated by fusing
the angular velocities from the gyroscopes and the wheel
odometry. The angular velocity of strut Sj and node Ni with
respect to earth ΣE can be measured by their gyroscopes,
denoted as ωgyroSj

and ωgyroNi
. The wheel odometry data can

be translated to the relative angular velocity of Sj with respect
to frame Ni as:

Sj

Ni
ωodomSj

=


[
0

V n
j

Ni
ωV n

j ,f
V n
j

Ni
ωV n

j ,s

]T
[
0 − V u

j

Ni
ωV u

j ,f
− V u

j

Ni
ωV u

j ,s

]T (13)

depending on which side of the connector connects to the
reference node.

However, the gyroscope suffers from a relatively large drift
rate, and the wheel odometry is relatively inaccurate due to
wheel slippage and systematic errors [57], and these errors
can be eliminated with the gyrodometry [57]:

Sj

Ni

ωgoSj
=


Sj

Ni
ωodomSj

, if
∥∥∥Sj

Ni
ωodomSj

− Sj

Ni

ωgyroSj

∥∥∥ < Ωth
Sj

Ni

ωgyroSj
= ωgyroSj

− Sj

Ni
R ωgyroNi

, otherwise
(14)

where Ωth is the threshold parameter. Since the accelerome-
ter can compensate for the drift of the gyroscope on the x-axis
and y-axis relative to the earth frame, we can only apply the
gyrodometry on the z-axis, and the relative angular velocity
Sj

Hi
ωSj

can be estimated by combining the x-axis and y-axis
of the gyroscope Hi

E
ωgyroSj

and the z-axis of the gyrodometry
Hi

Ni

ωgoSj
as:
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Fig. 8. The flowchart of the strut orientation filter and the yaw angle difference filter of adjacent nodes.

Sj

Hi
ωSj

=

Hi

Sj
RT

(
Hi

Sj
R ωgyroSj

)
◦

11
0

+
(
Hi

Sj
R

Sj

Ni

ωgoSj

)
◦

00
1


(15)

where ◦ is the Hadamard product and Hi

Sj
R is the rotation

matrix corresponding to quaternion Hi

Sj
q̂. The detailed deriva-

tion refers to Appendix A-B.
3) Yaw Angle Difference Filter of Adjacent Nodes: When

both connectors of a strut module connect to a node module
respectively, the yaw angle difference Hf

Hc
ψ between the two

node horizontal frames can be estimated by the strut module
Sj , where Hf is the parent node connecting the lower connec-
tor and Hc is the child node connecting the upper connector.
The quaternion representing the relative orientation can be

calculated as Hf

Hc
q̂ =

[
cos (

Hf

Hc
ψ/2) 0 0 sin (

Hf

Hc
ψ/2)

]T
,

and Hf

Hc
ψ also denoted as ψSj

. Here, a Kalman filter [58]
based approach is applied, with the following state equation
and observation equation:{

ψt = ψt−1 + ut∆t+ wt

zt = ψt + vt
(16)

where wt and vt are the noise variables, the control input ut
is the relative angular velocity, and zt is the measurement of
ψ. ut can be calculated as the difference between the angular
velocity of frame Sj relative to the frame Hf and frame Hc,
as:

ut =
Hf

Hf

ωgoSj
(3)− Hf

Hc

ωgoSj
(3) =

Hf

Nf

ωgoSj
(3)− Hf

Nc

ωgoSj
(3) (17)

The measurement zt can be estimated by aligning the pro-
jections Hc ẑprojSj

,Hf ẑprojSj
of the magnetic localization results

of two nodes on the horizontal frame as:

zt = arctan2
(
(Hc ẑprojSj

× Hf ẑprojSj
)(3),Hc ẑprojSj

· Hf ẑprojSj

)
(18)
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Fig. 9. (a) An example FreeSN configuration, where the arrow side of the
red line is the upper connector. (b) The graph representation of the system
topology. (c) A minimum spanning tree of the graph, which is used to estimate
the system configuration.


HizprojSj

= HizSj
◦
[
1 1 0

]T
Hi ẑprojSj

=
HizprojSj∥∥∥HizprojSj

∥∥∥ , i = f, c
(19)

The measurement update steps are applied only when the
norms of projections

∥∥∥HfzprojSj

∥∥∥,∥∥∥HczprojSj

∥∥∥ are larger than
a threshold value, where the estimated measurement zt is
reliable.

The flowchart of the strut orientation filter and the yaw angle
difference filter is summarized in Fig. 8.

C. System Configuration Fusion

For each group of inter-connected modules, the connection
relationship can be represented as a directed graph, denoted
as G. The directed edges in the graph represent the strut
modules, while the nodes represent the node modules. We
define that the direction of the edge is the same as the z-
axis of the strut frame. If a connector of some strut module
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is not connected to a node module, we add a virtual node
to the graph. The graph can be automatically generated with
the module identification results. An example configuration
containing seven strut modules and four node modules is
shown in Fig. 9(a), and Fig. 9(b) shows the corresponding
graph, where the node V6 is a virtual node, and the virtual
node ID is defined the same as the strut ID.

The system configuration can be solved as a tree structure.
As shown in Fig. 9(c), we can maintain a minimum spanning
tree T with the root node Nr. The pose of all modules relative
to the root horizontal frame ΣHr can be solved with Alg. 1,
where edge outputs the edge in the graph that connects the
given nodes, DFS traverses the tree via depth-first search, lSj

is the center distance between the connected node and strut
Sj , and p is the module position.

Algorithm 1 Tree-based system configuration fusion
for Nn,Nm in DFS(T) do

if Nn is the parent node in G then
Sj = edge(G,Nn,Nm)
Hr

Hm
q̂ = Hr

Hn
q̂ ⊗ Hn

Hm
q̂

Hr

Sj
q̂ = Hr

Hn
q̂ ⊗ Hn

Sj
q̂

d̂ = Hr ẑSj

else
Sj = edge(G,Nm,Nn)
Hr

Hm
q̂ = Hr

Hn
q̂ ⊗ Hm

Hn
q̂∗

if Nm is virtual then
Hr

Sj
q̂ = Hr

Hn
q̂ ⊗ Hn

Sj
q̂

else
Hr

Sj
q̂ = Hr

Hm
q̂ ⊗ Hm

Sj
q̂

end if
d̂ = −Hr ẑSj

end if
Hr

Nm
q̂ = Hr

Hm
q̂ ⊗ Hm

Nm
q̂

HrpNm = HrpNn + 2lSj d̂
HrpSj = HrpNn + lSj d̂

end for

The system configuration can be further optimized when G
contains cycles, which is common in a truss-structured MSRR
system. One approach is to solve the following optimization
problem:

min
ψ̃Sj

,Hi q̃Sj
,Sj∈G

∑
c∈circ(G)

λ1
∥∥∥∥∥∥
∑
Sj∈c

dir(Sj)ψ̃Sj

∥∥∥∥∥∥
2

+

λ2

∥∥∥∥∥∥
∑
Sj∈c

dir(Sj)
Hr z̃Sj

∥∥∥∥∥∥
2


+
∑
Sj∈G

(
λ3

∥∥∥Hr z̃Sj
− Hr ẑSj

∥∥∥2 + λ4

∥∥∥ψ̃Sj
− ψSj

∥∥∥2)
s.t.

∥∥∥Hi q̃Sj

∥∥∥ = 1

(20)

where ψ̃Sj
and Hi q̃Sj

are the optimization variables.
circ(G) finds the fundamental set of cycles of the graph [59].
dir(Sj) outputs 1 if the direction of strut Sj in G is the
same as the cycle traversal direction and outputs −1 otherwise.
λ1 . . . λ4 are the weighting parameters.

The configuration optimization combines all filter infor-
mation in the cycles. It can reduce the accumulative error
in long chain structures and provides more accurate system
configuration, which is useful for tasks that rely on the whole
system configuration.

V. SYSTEM AUTOMATION

With the feedback from the configuration identification sys-
tem, we design the closed-loop controller for the differential
driving vehicle. The modules can show system behaviors by
executing a sequence of control tasks. In this section, a strut
position controller is first introduced, which reaches the target
orientation by following the shortest arc. Then, a library-based
automation system is briefly introduced, demonstrating the
module behaviors in Section VII.

A. Position Control

Assuming that a vehicle V∗
j connects to the node Ni, the

vehicle can reach the desired target position Hi r̂ with the
orientation filter feedback. Hi can be replaced with Ni so
that the control is relative to the frame ΣNi.

Intuitively, the shortest path to the target position is the
circular arc connecting the current vehicle position Hi ẑV ∗

j
and

the target position Hi r̂. The target direction vector can be
projected to the vehicle frame ΣV∗

j as

V ∗
j rr = Hi

V ∗
j
RT (Hi r̂ − Hi ẑV ∗

j
) (21)

where Hi

V ∗
j
R is the rotation matrix calculated from the

corresponding unit quaternion Hi

V ∗
j
q̂ and can be calculated as{ Hi

V n
j
R = Hi

V u
j
R ◦

[
1 −1 −1

]
= Hi

Sj
R

Hi ẑV n
j
= −Hi ẑV u

j
=Hi ẑSj

(22)

There are two parameters to describe the arc, i.e., the arc
central angle θ∗j and the arc azimuth ϕ∗j , which are calculated
as θ

∗
j = arccos

(
V ∗
j rr(3) + 1

)
ϕ∗j = arctan2

(
V ∗
j rr(2), V

∗
j rr(1)

) (23)

Since the vehicle is implemented as differential driving, we
adopt the first steering to the desired direction and then moving
forward strategy. The desired forward velocity can simply be
proportional to the central angle of the arc if the vehicle is
facing the desired direction, and the desired steering velocity
is proportional to the arc azimuth unless the vehicle is very
close to the target direction, as:

V ∗
j

Ni

ωV ∗
j ,f

=

{
Kfθ

∗
j , if |ϕ∗j | < Φth

0, otherwise
(24)
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Fig. 10. Block diagram of the shortest-arc strut orientation controller.

V ∗
j

Ni

ωV ∗
j ,s

=

{
Ksϕ

∗
j , if θ∗j > Θth

0, otherwise
(25)

where Kf and Ks are the control gains,and Φth and Θth
are the threshold values.

Having obtained the forward and steering velocities, the
wheel speeds can be solved from the following equation:

[
ωV ∗

j ,l

ωV ∗
j ,r

]
=

√
4r2n−l2w
2rw

− lw
2rw√

4r2n−l2w
2rw

lw
2rw

[V ∗
j

Ni
ωV ∗

j ,f
V ∗
j

Ni
ωV ∗

j ,s

]
(26)

The wheel speeds are then controlled by the PID controllers
with feedback from the wheel encoders. The vehicle can reach
the desired position in this way. The vehicle can also reach
the desired orientation Hi q̂ by first reaching the corresponding
position and then steering to the desired orientation. A whole
flowchart of the above controller is presented in Fig. 10.

B. Library-based Behavior

We design a lot of parameterized meta-tasks, currently
including the control tasks and synchronization tasks. The
user can design the behavior file by indicating the system
configurations and a sequence of meta-tasks in a graphic
interface. The library contains lots of robot behaviors in
different configurations.

With the real-time feedback from the configuration fusion
system in Section IV, the automation system searches the
candidate behaviors by matching the system topology with
the library. After a behavior is chosen by the user, the
modules defined in the behavior file and the actual modules are
automatically mapped, including the module IDs and the struts
directions. Then, the specific meta-tasks can be automatically
generated in real time, while the commands of the low-level
control tasks will be sent to the robot modules.

A centralized computer estimates the global configuration,
assigns the control task target to the modules, and synchronizes
the tasks while the modules share their configurations with
adjacent modules and finish the control tasks using motors dis-
tributively. A robot behavior can be executed in this procedure,
and a brief diagram of the library-based behavior automation
is shown in Fig. 11.

Modules 
mapping

Library

Morphology 
matching

BehaviorsBehaviorsBehaviors

System 
configuration

fusion

Meta-tasksMeta-tasksMeta-tasks
Controller 
commands

Fig. 11. Library-based system automation.

(a) (b)

(c)

Fig. 12. Experimental setup. (a) A node module fixed on a counterweight
base. (b) The strut module with optical markers add-on. (c) The node module
with optical markers add-on.

VI. LOCALIZATION ACCURACY EVALUATION

In this section, we evaluate the accuracy of magnetic
localization and module filters in three experimental setups.
The data collection process for network training and accuracy
evaluation is first introduced.

A. Data Collection Setup

The module poses are recorded using the OptiTrack motion
capture system with eight Prime 13 cameras on a truss of 2m,
2m, and 1.6m in length, width, and height, respectively. The
mean ray error is 0.328mm during calibration, which decides
the measurement uncertainty. For easier data collection, we
design a particular node module in which the sensor skeleton
is fixed on a counterweight base. As shown in Fig. 12(a),
eight optical markers are fixed on the base so that the base
orientation is monitored. We also design the optical marker
add-ons for strut modules and node modules, containing five
optical markers with a diameter of 1.9 cm at a distance of
4 cm or 5 cm from its origin, as shown in Fig. 12(b, c).

B. Localization Model Training

We collect a training dataset with 4800 data samples using
a single strut module moved on the node base, as shown in
Fig. 14(a). The strut module is manually controlled to move
on the base. Each data sample includes the magnetic data and
the estimated position of the magnet array center from the
motion capture. The estimated positions are then transformed
to the SAC by Eq. (1) as the ground truth.

The network is trained with the Adam optimizer, a batch
size of 128, epochs of 300, and learning rate decay. The
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M
agnetic localization error

Fig. 13. Magnetic localization error distribution of the evaluation dataset in
the polar coordinate system. The high error data points lie above the low error
data points.

training only takes two minutes on an NVIDIA GeForce
RTX 2080 Ti GPU. The central angle between the magnetic
localization position vector and the ground truth is used as the
metric. The root-mean-square (RMS) of the central angle error
reaches 0.9◦ on the training dataset and 1.1◦ on a test dataset
with 1000 data samples, and the classification accuracies both
reach 100% when the threshold value of existence probability
is 0.9. The training and test datasets are collected together
using the same modules.

A single target evaluation dataset is collected with three
different strut modules automatically, including 7750 samples
randomly selected mainly in the upper hemisphere. The RMS
of central angle error is 2.2◦, and the classification accuracy
reaches 100%. The localization error of this dataset is shown
in Fig. 13.

C. Single Strut Module

In this experiment, we use the same setup as dataset col-
lection and evaluate the accuracy of magnetic localization and
strut orientation filter. The controller in Section V-A controls
the strut module to follow a set of pre-defined waypoints.

Here, the strut module follows a spherical helix. As shown
in Fig. 14(b), the magnetic localization result HizSj

and the
estimated z-axis Hi ẑSj

are plotted. The RMS values of the
central angle errors are 2.4◦ and 1.6◦, respectively. The error
of Hi ẑSj

is smaller since it combines more sensor data.
The strut orientation from the motion capture and orien-

tation filter can be compared based on the geodesic on the
unit sphere [60], denoted as the geodesic error in the rest
of this article. The RMS of the geodesic error is 2.0◦. The
orientations can also be compared as ZY X Euler angles, as
plotted in Fig. 14(c). The localization errors are summarized
in Table II.
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Fig. 14. Single strut accuracy evaluation. (a) Experimental setup. (b) Unit
position vector trajectories of the strut. (c) Strut orientation as Euler angles.

TABLE II
SINGLE STRUT LOCALIZATION ERROR.

Mean RMS

Unit position vector
central angle error (◦)

HizSj
2.1 2.4

Hi ẑSj
1.3 1.6

Strut orientation
error (◦)

Geodesic 1.8 2.0
Euler angles α 1.4 1.7
Euler angles β 0.7 1.0
Euler angles γ 0.4 0.6

D. Multiple Strut Modules

The magnetic localization accuracy may vary with the
number of connected strut modules since the magnetic fields
generated by two magnet arrays can interfere with each other.
In this experiment, we evaluate localization accuracy when
five struts connect to the base, as shown in Fig. 15(a). The
central strut module and the other four struts are connected to
the base in sequence manually. Then, the central strut keeps
still, while the other four struts are automatically identified
and follow the pre-defined waypoints.

The variation of the central strut magnetic localization
result is shown in Fig. 15(b), where the vertical coordinate is
the central angle between the real-time magnetic localization
result and the result after the first connection. The magnetic
localization result varies less than 0.6◦ as the four struts move
while the classification accuracy remains 100%. And the RMS
of the variation is 0.3◦.

Fig. 15(c) shows part of the trajectories of the four struts,
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Fig. 15. Multiple struts accuracy evaluation. (a) Experimental setup. (b)
Magnetic localization position vector variation of the central strut module
as the other four struts connect and move. (c) Magnetic localization position
vector trajectories of the other four struts.

including the magnetic localization result, estimated z-axis
direction, and the motion capture ground truth with different
line styles. The trajectories of the four struts are plotted with
different colors, and the localization accuracy is summarized
in Table III. When multiple struts connect to a node simulta-
neously, the overall localization error slightly increases since
the magnet arrays can interfere with each other, but the effect
is relatively small.

TABLE III
MULTIPLE STRUTS LOCALIZATION ERROR

Strut1 Strut2 Strut3 Strut4 Overall

Magnetic localization
central angle error

(RMS, ◦)
2.6 2.9 2.7 2.3 2.6

Strut orientation
geodesic error

(RMS, ◦)
2.2 2.8 2.2 2.4 2.4

E. Relative Pose between Node Modules

In this experiment, the relative orientation between two
adjacent node modules is evaluated, representing the estima-
tion accuracy of the yaw angle difference filter. The effect of
configuration optimization is also preliminarily evaluated.
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Fig. 16. Node relative pose accuracy evaluation. (a) Experimental setup. (b)
Node marker position trajectories. (c) Node orientation as Euler angles.

As shown in Fig. 16(a), three nodes and three struts form a
triangle structure. The two node modules below are fixed, and
the pose of the node module above is changed by the strut
modules. The base is the root module, and the node marker
pose represented in the root node frame can be estimated based
on Alg. 1 from the left path or the right path. Configuration
optimization is also applied to have more accurate estimations
using the Levenberg-Marquardt algorithm (LMA).

The estimated node marker position trajectories are com-
pared with the ground truth in Fig. 16(b). The RMS values of
Euclidean distance errors are 13.3mm and 11.0mm from the
left path and the right path, respectively. After optimization,
the RMS error reduces to 6.0mm.

The node marker orientations in Euler angles representation
are plotted in Fig. 16(c), and the localization errors are
summarized in Table IV.

TABLE IV
NODE RELATIVE POSE ERROR

Left path Right path Optimized

Node marker position
Euclidean error (RMS, mm) 13.3 11.0 6.0

Node orientation
geodesic error (RMS, ◦) 6.0 4.2 4.0

VII. SYSTEM BEHAVIOR DEMONSTRATION

In this section, we demonstrate the automation of two be-
haviors in the library, where seven strut modules and four node
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

t = 0 s t = 5 s t = 14 s

t = 31 s t = 51 s t = 53 s

t = 69 s t = 84 s t = 93 s

Fig. 17. Self-reconfiguration. (a) - (c): Seven strut modules and four node modules are assembled manually, and the magnetic localization and identification
start automatically. (d) - (g): The modules self-reconfigure to a three-legged vehicle configuration. (h) - (i): The legged vehicle stands up and moves forward
using the wheels.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

t = 12 st = 0 s t = 20 s

t = 27 s t = 41 s t = 58 s

t = 70 s t = 87 s t = 119 s

Fig. 18. Rolling. (a): Seven strut modules and four node modules form the tetrahedron configuration. (b) - (c): The modules reconfigure to the double-arm
configuration and lower the front arm. (d): The modules raise the rear arm and reconfigure back to the tetrahedron configuration. (e) - (i): The tetrahedron
rolls forward by repeating the sequence of motions.

modules are used. The magnetic localization, module filters,
and controllers run distributed on the microcontrollers inside
the FreeSN modules. The system configuration is estimated in
a centralized computer and visualized on the screen with RViz
in real time.

A. Self-reconfiguration

As shown in Fig. 17, the FreeSN modules are assembled
manually initially. The system configuration is automatically
identified after the magnetic module identification process,
and the modules execute the self-reconfiguration behavior.
The modules converge towards the center, completing two
connections and one disconnection to form the three-legged
vehicle configuration. The connection motion is fast since the
magnetic attraction helps to align the connector, and magnetic

module identification is no longer needed. At t = 69 s, the
three-legged vehicle stands up and then moves forward using
the wheels.

B. Rolling

As shown in Fig. 18(a), the modules form the tetrahedron
configuration initially. This configuration can roll forward by
executing a series of motions. First, the tetrahedron reconfig-
ures to the double-arm configuration by a disconnection, as
shown in Fig. 18(b). Then, modules lower the front arm and
raise the rear arm while keeping the center of mass stable
by adjusting the position of the top two struts. Finally, the
modules reconfigure back to the tetrahedron configuration after
the connection, as shown in Fig. 18(d). The modules roll
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forward four times by repeating the motion sequence and reach
the center of the table, as shown in Fig. 18(i).

VIII. DISCUSSIONS AND FUTURE WORK

Accurate position sensing is important in the field of
robotics. This article presents a complete configuration identi-
fication system for FreeSN, including connection point mag-
netic localization, module identification, module orientation
fusion, and system configuration fusion. With the sensing
feedback, a shortest-arc controller of the freeform differential
driving vehicle is also proposed. The FreeSN modules can
execute the control task sequence automatically based on
the library, which is validated by self-reconfiguration and
rolling behaviors. Compared to the previous manual control
demonstrations [24], the modules move more smoothly and
with greater parallelism, representing the real speed of the
current FreeSN system. The sensing accuracy is also eval-
uated with the motion capture system. The systems can be
easily migrated to other freeform MSRRs [22], [23] based on
magnetic connections.

The magnet array of the presented module is highly sym-
metric since the modules are designed to be compact for better
mechanical performance. However, this makes it difficult to
accurately estimate the orientation of the magnet array only
by magnetic localization. The proposed strut orientation filter
estimates the strut orientation by fusing the magnetic local-
ization position vector, accelerometer, gyroscope, and wheel
odometry. When the angle between the magnetic localization
position vector and gravity is small, this 9-axis orientation
filter will degrade to a 6-axis orientation filter. The filter can
drift if the strut spins in this condition for a long time, although
such motion demands rarely occur for most applications.

The presented configuration identification system provides
the foundation to explore this freeform and strut-node struc-
tured MSRR system. The current system relies on a centralized
controller to estimate the global configuration and assign and
synchronize the distributed control tasks. The scalability of the
system is limited by the software architecture in large-scale
applications, where distributed control is essential for robust-
ness and scalability [61]. We are interested in investigating the
advantages of the distributed FreeSN system for unstructured
environment crossing tasks without external sensors. In future
work, visual sensors will be integrated into the strut mod-
ules for localization between robot groups and environmental
perception. The distributed configuration planning and control
algorithm under gravity stability [27] also needs to be further
investigated. Another promising research direction is a higher
dimension and more accurate magnetic localization system.
Both magnetic sensor array and magnet array arrangements
can be improved while reserving mechanical performance.

APPENDIX A
DERIVATIONS OF STRUT ORIENTATION FILTER

A. Simplified Gradient of Strut Orientation Filter

Obviously, Hi ĝ = Sj ẑSj
=

[
0 0 0 1

]T
, and we can

simplify the objective functions as:

fg(
Hi

Sj
q̂, âSj

) =

2(ϵ1ϵ3 − ηϵ2)
2(ϵ2ϵ3 + ηϵ1)
1− 2ϵ21 − 2ϵ22

− âSj
(27)

fz(
Hi

Sj
q̂,HizSj

) =

2(ϵ1ϵ3 + ηϵ2)
2(ϵ2ϵ3 − ηϵ1)
1− 2ϵ21 − 2ϵ22

− HizSj
(28)

where η and ϵ =
[
ϵ1 ϵ2 ϵ3

]T
are the scalar and vector

parts of the quaternion Hi

Sj
q̂ =

[
η ϵ

]T ∈ R4, respectively.
The Jacobian matrices of the objective functions can also be
simplified as:

Jg(
Hi

Sj
q̂) =

−2ϵ2 2ϵ3 −2η 2ϵ1
2ϵ1 2η 2ϵ3 2ϵ2
0 −4ϵ1 −4ϵ2 0

 (29)

Jz(
Hi

Sj
q̂) =

 2ϵ2 2ϵ3 2η 2ϵ1
−2ϵ1 −2η 2ϵ3 2ϵ2
0 −4ϵ1 −4ϵ2 0

 (30)

Finally, the gradient ∇f can be calculated by Eq. (12).

B. Derivation of Strut Relative Angular Velocity Estimation

Based on the definition of frame ΣHi, we have{
Hi

EωHi ◦
[
1 1 0

]T
= 0

Hi

Hi
ωNi

◦
[
0 0 1

]T
= 0

(31)

Then we have
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(32)

Since Sj

Hi
ωSj

= Hi

Sj
RT Hi

Hi
ωSj

, Hi

E
ωgyroSj

= Hi

Sj
R ωgyroSj

,

and Hi

Ni

ωgoSj
= Hi

Sj
R

Sj

Ni

ωgoSj
, we can get Sj

Hi
ωSj as described

in Eq. (15).
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